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Chapter 1

Introduction

Experimenting on atomic ions and studying various dynamic processes within it can unravel

many new phenomena or uncrown established theories. An ion is interwoven with many pro-

cesses in nature and so to have a higher precision in any related study or measurement, it is to

be treated individually so that it has no interaction with its immediate environment causing

perturbations. This alienation from the environment can be achieved by its confinement at

isolated condition. Confinement of ions was made possible by Wolfgang Paul and Hans George

Dehmelt in the late 1950s and early 1960s by their inventions of Paul trap and Penning trap,

respectively [1–9].

Since the invention of ion traps, trapped ions have opened up many enthralling research

areas in Physics. It has a versatile range of applications in mass spectrometry, laser cool-

ing, studying non-neutral plasma and ion Coulomb crystals, studying various quantum effects,

antimatter experiments, spectroscopy experiments, and many more [10–15]. Many other exper-

iments based on basic physics also use trapped ions, such as, measuring hyperfine splitting of

atomic energy levels, high precision measurements of fundamental quantities in atomic physics,

measuring atomic parity non-conservation (APNC) due to exchange of a boson between elec-

trons and nucleons, measuring electric dipole moment with atomic and molecular ions, measur-

ing electron-proton mass ratio with molecular ions, etc.. The most significant contribution and

widely researched application of trapped ions can be seen in the arena of quantum information

processing and frequency standards [16,17].

A frequency standard or an atomic clock based on a trapped ion, besides measuring 1 second

precisely and accurately, has immense applications in different fields. A few major applications

are: relativistic geodesy [18,19] enhancing navigation and timekeeping capabilities, radar, radio

astronomy [20–22]; testing fundamental physics such as Einstein’s theory of relativity, detection
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of gravitational wave, and aid in navigation with better precision and geoid monitoring etc. [23,

24]. CSIR-National Physical Laboratory (CSIR-NPL) is the National Measurement institute

(NMI) of India and is therefore entrusted with the responsibility of realization, maintenance

and dissemination of the local Universal Coordinated Time (UTC-NPLI) and Indian Standard

Time (IST). Here, we are working towards trapping a single Ytterbium-171 ion (171Yb+) for

developing an optical frequency standard. The primary objective in this experiment is trapping

and laser cooling a single ion. The following sections expound optical clocks, their types, ion

trapping principle, and experimental protocol of the ongoing frequency standard experiment

at CSIR - NPL.

1.1. Optical frequency standards

A frequency standard or an atomic clock is basically an oscillator whose frequency is driven

by and stabilized with respect to an atomic transition having ultra-narrow linewidth (Hz to

sub mHz level). The time elapsed corresponding to the cycles of radiation produced by the

said transition defines one second and constitutes a clock. Such atomic standards are far

more stable compared to their mechanical counterparts as atomic transitions are ideally not

prone to perturbations created by external environmental changes; they are therefore known

to be the most stable as well as accurate timekeeping devices. The working principle of an

atomic clock is presented schematically in Fig. 1.1. As can be seen, key components of an

atomic clock are a reference oscillator (i.e., a precise atomic transition) which is isolated from

the environment; another frequency source or oscillator (laser), the output signal of which

is locked to that precise atomic transition and eventually used to realize the unit of time or

frequency. A feedback electronics keeps on correcting the local oscillator’s i.e., laser’s output

frequency by comparing it to that of the reference oscillator.

The performance of any frequency standard is defined by two important parameters: in-

stability and inaccuracy. Instability refers to the fluctuations of a measured output about its

average value; it is a type of statistical uncertainty. Most widely used protocol for measuring

fluctuations in clock frequency over a time period is Allan deviation or Allan variance [25,26].

Inaccuracy, elseways, refers to the shift in the average value of a measured parameter which

cannot be measured but based on the probable sources of error, it can be estimated [16, 25].

The clock instability, σy for an averaging period τ is given by,

σy =
∆f

f◦
√
N

√
Tc

τ
, (1.1)
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Fig. 1.1: Schematic representation of an atomic frequency standard showing the three key ingredients:
Natural oscillator, Local oscillator and a Frequency counter. The local oscillator’s frequency is
pre-stabilized to a ULE cavity to probe the desired atomic transition. Signal from the probed
transition is sent to a servo loop which generates and sends an error signal to the clock laser to
tune its frequency to the atomic resonant frequency. The light is finally sent to the frequency
counter to measure the clock cycle. BS: Beam Splitter, AOM: Acousto-optic modulator, λ/4:
Quarter waveplate, λ/2: half waveplate.

where ∆f is the transition linewidth, f◦ is the reference oscillation frequency, N is the number

of probed species and Tc is time for single measurement [27,28]. Here, f◦/∆f gives the quality

(Q)-factor and
√
Tc/Nτ gives signal-to-noise ratio. It is clear from Eqn. 1.1 that narrow

linewidth, higher clock frequency, large number of species and longer averaging periods are

preferable for the better performances of a clock.

In 1955, Louis Essen and J. V. L. Parry realized first such atomic standard of frequency

and time interval, which was based on the interrogation of ground state hyperfine transition

of 133Cesium (133Cs) atoms in the microwave region [29]. In 1967, the Comit´e International

des Poids et Mesures (CIPM) adopted the Cs standard as the SI definition of time and fre-

quency. Technological development over more than five decades, in particular, development of

laser cooling techniques [30], have helped to reduce the measurement uncertainty to which the

centre frequency of the hyperfine transition of ground state 133Cs atom can be measured to

∼10−16 [20,31–33]. However, clocks with even better accuracy and stability remain as essential

requirement for many of the applied research as well as to address many advanced physics
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10-19

10-16

10-13

10-10

Microwave Beam
Microwave Fountain
Optical Atom
Optical Ion
Optical Lattice

Fig. 1.2: Evolution of atomic clocks based on the improvement of fractional uncertainties in frequency.

problems related to communications, surveillances, testing temporal constancy of fine struc-

ture constant or testing electron proton mass ratio [24]. Precision experiments like detecting

gravitational waves or testing general relativity require a clock with accuracy ∼10−18 or bet-

ter [34, 35]. It is evident from Eqn. 1.1 that accuracy as well as stability of a clock increases

with the increase of operational frequency of the clock, so an optical clock with operational fre-

quency of several hundreds of THz is capable of providing orders of magnitude higher accuracy

than the microwave Cs atomic clocks. With the advent and maturity of certain technologies,

specifically speaking, the optical frequency comb, realization of optical standards became pos-

sible [17]. The evolution of performances of atomic clocks from microwave domain to optical

regime has been shown in Fig. 1.2 and at present, the optical frequency standards are superior

to the microwave ones in terms of both stability and accuracy.

1.1.1 Types of optical clocks

Activities on time & frequency metrology in optical domain have been carried out either by

trapping neutral atoms or ions [17, 36, 37]. The neutral atoms are confined within optical

lattices tuned to so called “magic wavelength” by inducing a dipole moment in the atom and

exerting a force on this dipole through a laser field gradient [38, 39]. On the other hand, ions

are confined within radio frequency (RF) ion trap and in order to avoid any perturbation of the
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ionic clock transition due to Columbic interaction among the charged particles, only a single

ion is preferred to be interrogated in the field free region of the trap centre [37,40].

• Atom-based Optical clock: Alkaline earth (-like) atoms such as, calcium (Ca), mer-

cury (Hg), magnesium (Mg), strontium (Sr), ytterbium (Yb), etc. those have narrow

intercombination transition are some of the choices for developing atom-based optical

clocks [41]. Neutral atom-based optical clocks are of two types: (a) atoms interrogated

in free space, i.e., free space standards (b) atoms interrogated by confining within optical

lattice, i.e., Optical lattice clocks. As evident in Eqn. 1.1, large number of interrogating

species i.e. atoms implies a better signal to noise ratio and higher stability for a clock but

at the same time, it is prone to many systemic shifts, dominated by collisional shifts [42].

Free space frequency standards have therefor been explored by several groups [43–46] but

it was very difficult to achieve improvement in the fractional frequency uncertainty better

than 10−15 and so researchers turned towards the optical lattice based clocks.

Optical lattice clocks are the new class of atomic clocks based on trapping of thousands

to millions of cold atoms in potential energy wells [47, 48]. These energy wells or lattice

sites are formed by focusing light to a waist-size of 50-100 µm in one direction and

back-reflecting the same light onto itself to create a standing-wave pattern. The lattice

laser wavelength is tuned to a so-called magic value, where both the states involved

in clock transition are equally shifted, thus giving a zero differential shift. In optical

lattices, several thousands of atoms are interrogated at a time, hence they are capable

of providing better signal strength compared to single trapped ion clocks [49,50]. NIST,

USA developed and demonstrated an Yb lattice clock with stability of 1.4 × 10–18 [48]

and have achieved the record frequency precision of 2.5 × 10−19 for 87Sr [51], which is

the best known optical clock till date.

• Ion-based Optical clock: Atomic ions with alkali-like or quasi-alkali-like atomic struc-

ture such as 199Hg+, 88Sr+, 40Ca+, 171Yb+ or, atomic ions with atomic structure similar

to alkaline earth elements as aluminium (27Al+) and indium (115In+) are used in building

single ion optical clocks. Invention of RF ion trap, commonly known as Paul trap paved

the way to providing an unperturbed environment for confining an ionic species to per-

form various experiments on it [3,45,52]. The single trapped ion within an RF trap in an

optical clock is cooled to milliKelvin temperature by laser cooling [53] and can be inter-

rogated over longer period of time since the ion is free from inter atomic and Columbic

interaction and in that way can have a very long coherence time [54]. Another key ad-

vantage of single trapped ion based optical clocks is that some of the optical transitions

of these ions are extremely insensitive to the external perturbations like magnetic field or

electromagnetic radiation of the ambient temperature field [55, 56]. The trap electrode
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material is to be chosen keeping in mind the probable dominant systematic shifts that

may perturb the clock frequency. Ion based clocks provide Doppler free environment

but due to a single ion, it has to compromise with lower signal-to-noise ratio. Hence,

it requires a very high resolution and diffraction limited imaging system for single ion

detection [57] whereas clock transition is detected by employing electron shelving tech-

nique [58]. Thermal motion associated with time-averaged confining potential called as

secular motion and driven oscillatory motion at applied RF frequency known as micro-

motion are associated with trapped ions [59]. The NIST; SYRTE, NICT; NPL UK, NRC;

MPIQ, NICT; PTB, NPL UK; NIST UK groups have worked on trapped 27Al+, 40Ca+,
88Sr+, 115In+, 171Yb+, 199Hg+, respectively and most of them have achieved appreciable

fractional frequency uncertainty of the order of 10−17.

1.2. Principle of ion confinement within an ion trap

For three dimensional confinement of ions, a binding force F pulling the ions radially inwards

towards a central point is required with F having a linear dependence on position i.e.,

F ∼ −r, (1.2)

where r is position vector of the ion. Equation 1.2 denotes that potential energy E takes the

form

E ∼ ax2 + by2 + cz2, (1.3)

where a, b and c are coefficients determining curvature of potential ϕ. Assuming to create a

trapping potential using electrostatic field to trap an ion of charge Q, ϕ can be written as,

ϕ =
ϕ◦
2r2◦

(ax2 + by2 + cz2), (1.4)

where r◦ is a trap size related parameter and ϕ◦ is externally applied potential. To satisfy

Laplace condition, △ϕ = 0 or ∇2ϕ = 0; this gives a+ b+ c = 0 opening up two scenarios:

1. a = -b = 1 and c = 0, giving rise to a two dimensional quadrupole potential,

ϕ =
ϕ◦
2r2◦

(x2 − y2), (1.5)

which has a shallow axial confinement potential suitable for trapping chain of ions.



1.2 Principle of ion confinement within an ion trap 9

2. a = b = 1 and c = -2, giving rise to a three dimensional quadrupole potential,

ϕ =
ϕ◦
2r2◦

(x2 + y2 − 2z2), (1.6)

resulting a cylindrically symmetric trap preferable for trapping single ion.

As can be seen here, the radial and axial co-ordinates have opposite sign, implying formation

of a saddle-shaped potential, hence an unstable trap. This points towards the Earnshaw’s

theorem which states that charged particles cannot be trapped using electrostatic field alone

[60, 61]. The solution is combination of the static field with (i) a magnetic field establishing

an electromagnetic trap called Penning trap or (ii) an oscillating electric field forming a radio-

frequency trap called Paul trap.

In metrology experiments, a Paul trap is preferable over Penning trap in order to avoid

imprecise measurements in presence of magnetic field. For a Paul trap, applied potential ϕ◦ is,

ϕ◦ = U + V cosωrf t, (1.7)

where U is a static electric field and V cosωrf t is an oscillating electric field with V and ωrf

being its amplitude and driving frequency, respectively. The equations of motion of the trapped

ion of mass M are equivalent to Mathieu’s differential equations [62] as,

d2ui
dt2

+ (ai − 2qi cos 2τ)ui = 0, i = 1, 2, 3, (1.8)

where

u1 = x, u2 = y and u3 = z, (1.9)

ax = ay = − 4QU

Mr2◦ω
2
rf

, and az =
8QU

Mr2◦ω
2
rf

, (1.10)

qx = qy =
2QV

Mr2◦ω
2
rf

, and qz = − 4QV

Mr2◦ω
2
rf

, (1.11)

τ =
1

2
ωrf t. (1.12)

The solution to Eqn. 1.8 follows from Floquet theorem [63, 64] and it describes the trapped

ion’s motion. The stability of the solution depends on the dimensionless parameters, aj and

qj also known as Mathieu’s parameters which are a function of Q/M , r◦, ωrf , U and V . The

parameters qx,y, ax,y and qz, az govern the ion’s motion in x, y and z direction, respectively. A

stability diagram (aj - qj diagram) called Mathieu stability curve for the solution of Eqn. [62]

is obtained where a - q overlapping region is the stability region. A particle remains trapped
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if the solutions lie in the stability region, otherwise it gets ejected. For a three-dimensional

confinement, acceptable values of aj and qj are those for which the obtained solution is stable

in both radial and axial directions simultaneously [3, 65]. The final motion of the trapped

particle is a harmonic oscillation whose amplitude is modulated by trap’s driving frequency

ωrf resulting in a driven motion called “micromotion” along with a slower secular motion called

“macromotion” at frequency ωui = βuiωrf with βui =
√
aui + q2ui

/2.

1.2.1 Yb ion optical clock

The choice of experimental species for an atomic clock depends on parameters such as the

chosen atoms or ions should have a forbidden/narrow line-width transition to be used as the

clock transition and a strong allowed transition so that they can be efficiently prepared by laser

cooling. Also, the transitions involved in the experiment for building the clock should be in the

near ultra-violet to near infrared domain so that the required lasers are easy to build and easy

to handle too. We chose to trap 171Yb+ to build the atomic clock in optical domain. The chosen
171Yb+ is one of the eight candidates recommended by CIPM for secondary representations of

the second (SRS) i.e. it can be used for redefinition of the SI unit of time and frequency [66,67].

It possesses three transitions suitable for clocks namely: |2S1/2, F = 0
〉
→ |2F7/2, F = 3

〉
at

467 nm, |2S1/2, F = 0
〉
→ |2D3/2, F = 2

〉
at 436 nm and |2S1/2, F = 0

〉
→ |2D5/2, F = 2

〉

at 411 nm with natural linewidths of 1 nHz, 3 Hz and 22 Hz, respectively. We chose the

ultra-narrow octupole transition at 467 nm as the reference oscillator in our experiment as this

E3 transition is advantageous for various reasons, the most important one being its mF = 0

clock transition states which nullifies first order Zeeman shift. It contains a strong transition

|2S1/2

〉
→ |2P1/2

〉
which can be availed for laser cooling and ion detection purpose. Also, in the

ultra high vacuum (UHV) of the order of 10−11 torr required for single ion trapping, hydrogen

atoms present inside the chamber may form hydride with the trapped ion, thus disturbing its

trapping lifetime. However, trapped Yb+ provides longer storage times as its cooling laser

provides the photo–dissociation resonance for YbH+ [68]. So, formed YbH easily dissociates

to Yb+ and gets re-trapped, thus discarding the requirement to re-load the ions. The required

lasers are easily commercially available. Additionally, this rare earth element is a fascinating

candidate for probing certain basic physics problems e.g. parity violation [69], measurement of

temporal variation of fine structure constant [70], search of ultralight scalar dark matter [71]

etc. Many other groups have also worked on 171Yb+ worldwide and have attained appreciable

results [72–74].
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1.2.2 Experimental protocol

The energy level diagram of 171Yb+ for the experiment with all relevant transitions and the

schematic illustrating the planned experiment for a single ion optical clock is depicted in Fig.

1.3(a,b), respectively. Developing a state-of-the-art atomic clock in the optical domain neces-

sitates the successful establishment and assemble of numerous components. To start with, an

ion-trap housed within a UHV chamber is required for preventing collisions with residual gases

in order to achieve maximum trapping life of the ion. For trapping the ion, we are using an

end-cap type Paul trap as it provides maximum optical access for focusing multiple laser beams

at the centre of the trap [75,76]. It has a pair of inner and outer electrodes made of Tantalum

to which oscillating and static electric fields are applied, respectively. Molybdenum is used to

create the structure holding the trap and screws whereas macor is chosen for insulation. The

inner and outer diameters of the outer electrode and diameter of inner elecrode are 1.4 mm,

2 mm and 1 mm, respectively. Values of trap operation parameters for our trap geometry are

az = −2ax = −2ay = 0 and qz = −2qx = −2qy = 0.28 are ωrf = 15 MHz [77]. A vacuum of the

order of 10−11 mbar is desirable to minimize trapped particle’s collision with the background

gases. The ultra-high vacuum chamber used in the experiment is fabricated of non-magnetic

stainless steel, SS316LN and consists of a pair of size CF-75 port, two pairs of size CF-35

ports and three pairs of mutually orthogonal size CF-16 ports. These ports facilitate mounting

the ion trap and other components of the experiment as well as provides unhindered optical

access to the trap. Materials used for constructing the trap and chamber are chosen taking into

consideration their vacuum compatibility, thermal, electrical, mechanical, chemical properties

etc. The detailed design and geometry of the end-cap type Paul trap and UHV chamber used

in our experiment can be found in Ref. [77–80].

A step-up resonant transformer is required for delivering narrow bandwidth, high voltage

RF which is a critical requirement for trapping potential. Use of such transformer evades

undesirable power reflection due to impedance mismatching. For loading ions in the trap, a

collimated flux of Yb atoms has to be produced and subsequently photoionized using 399 nm

and 369.5 nm lasers. Depending on the trap depth, certain number of ions get trapped. Thermal

motion associated with time-averaged confining potential called as secular motion and driven

oscillatory motion at applied RF frequency known as micromotion are associated with trapped

ions [59]. To stabilize ions’ motion by reducing their internal energy, they are laser cooled by

driving the strong electric dipole transition |2S1/2, F = 1
〉
→ |2P1/2, F = 0

〉
transition using

369.5 nm laser. For detection of ion/ions trapped in the potential, fluorescence induced at

369.5 nm is collected and directed to a Photo-multiplier tube (PMT). Step-by-step decrease

in trapping potential by gradual decrease in applied RF voltage until PMT shows minimum
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(a)

(b)

Fig. 1.3: (a) Energy level diagrams for 171Yb+ showing the relevant transitions useful for building an
optical ion clock and (b) Schematic showing the experimental protocol and various lasers
required for different purpose in the experiment.
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signal for collected photons ensures presence of a single ion. This is further confirmed by a high

resolution imaging system which forms image of the trapped species on an Electron Multiplying

Charge-Coupled Device (EMCCD). As can be seen in Fig. 1.3, there is a finite probability of

the ion decaying to the metastable |2D3/2, F = 1, 2
〉
states or the low-lying |2F7/2, F = 3, 4

〉

states having longer lifetimes of 52.7 ms and 5.4 years, respectively. Thus, the ion needs to be

pumped back to the cooling cycle for which repump lasers at 935 nm and 760 nm are used.

Another probable scenario is the ion jumping to a hyperfine ground state |2S1/2, F = 0
〉
; so,

369.5 nm modulated by 14.7 GHz is used to uninterrupt the cooling cycle. For similar reasons,

modulated frequencies of the repump lasers are also used (See Fig. 1.1). Once the ion’s motion

is anchored, it is prepared for clock transition probing for which cooling laser shifted by 2.1

GHz is applied which excites the ion to |2P1/2, F = 1
〉
fom where it spontaneously settles at

|2S1/2, F = 0
〉
. Having prepared the state, the octupole clock transition is finally probed at

467 nm. Once the clock transition of narrow linewidth is probed, the experimental clock setup

proves useful only if the oscillation cycles of the probing laser can be counted to institute it as

a timescale. An optical frequency counter solves this challenge [81, 82] and so the invention of

optical frequency comb by T. W. Hänsch and J. L. Hall is a boon for precise frequency standards

experiments as it bridges the gap between optical and microwave frequencies [83–86].

In practice, any physical quantity can never be measured with absolute certainty. Var-

ious uncontrollable effects introduce uncertainties and also limit the accuracy by which we

can measure the resonant frequency of the natural oscillator. In order to overcome or mini-

mize them; causes of existence of such systematic error and magnitude assessment are to be

known prior hand so that their contributions to the clock uncertainty budget could be eval-

uated and the unperturbed frequency can be rebuilt. Several such most common systematic

shifts limiting performance of optical clocks are Doppler shift, Electric & Electromagnetic field

based shifts, Magnetic field based shift, Gravitational shift, Collisional shift, etc. To eliminate

first order Doppler shift, the interrogating ions are cooled to sub milliKelvin region by laser

cooling. Presence of ∆mF = 0 levels in the clock transition nullifies first order Zeeman shift.

Helmholtz coils are used to minimize Earth’s magnetic field effects on the measurement. Excess

or non-uniform electric field shifts ion’s position from trap centre resulting to increased micro-

motion. To compensate for this, additional voltage is applied to two pairs of electrode fitted

into the UHV chamber in the radial plane. Automation of such precision frequency metrology

experiment is also a necessary task for running it reliably and continuously over several hours

or days, minimizing manual errors [87]. Various computer controlled electronic devices such

as DC power supply to supply voltages to the ion trap and compensation electrodes [88, 89],

constant current source for heating atomic oven and driving Helmholtz coils, shutter drivers

for controlling exposure time of lasers, frequency drivers for acousto optic modulator (AOM)

and electro optic modulator (EOM) used for shifting laser frequencies, etc. are used. Figure
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1.3(a,b) shows the use of five lasers along with their modulated frequencies in the precision

experiment. Long term frequency stabilization of each of these lasers is an important requisite

to ensure higher probability of the transition involved. This brief description of the plan of

the experiment gives an overview of the simultaneous requirement of optics, electronics, atomic

physics, vacuum technology and automation to build an optical frequency standard or optical

clock for most precise and accurate realization of SI second. It shows the necessity of a plethora

of tasks, small and big for its accomplishment. Figure 1.4 depicts photographs of experimental

setups of the laboratory where the Yb ion trap experiment is going on.

1.3. Objective of the thesis

The following problems relevant to trapping and cooling of 171Yb+ within an RF trap for

building an optical frequency standard have been chosen to be addressed in the present thesis

work:

1. An ion trap is a vital part of the said experiment, to which high voltage radio frequency

(RF) is delivered via an inductively coupled helical resonator for creation of the trapping

potential. Accurate estimation of capacitive, inductive and resistive loads related to

the ion trap-resonator assembly is important for constructing the helical resonator with

desired resonant frequency for supplying high voltage RF to the ion trap.

2. Different systematic shifts exist in such experiments, which gives an error in the abso-

lute frequency realisation. Their pre-evaluation is therefore necessary for error budget

estimation.

3. Deposition of atomic vapor emitted from the oven on the trap electrodes may lead to

additional undesired electric field, known as patch potential, leading to unwanted sys-

tematic shift i.e., Stark shift. An atomic delivering narrow-divergent beam is hence a

pre-requisite in such experiments so that patch potential is avoided.

4. Single-ion based clock has to compromise with lower signal-to-noise ratio, hence, it re-

quires a very high resolution and diffraction limited imaging system for detection of

laser-induced fluorescence and for characterization of the trapped species.

5. Laser frequency stabilization is also an important aspect in such experiments to ensure

high probability of desired atomic transitions throughout the experiment.

6. Additionally, the neutral Yb atoms released from the oven are to be ionized for subsequent

trapping for which lasers at 399 nm and 369 nm are used. The 1S0 → 1P1 transition in
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neutral Yb is the first isotopic-selective stage in 2-photon ionization of Yb for which the

absolute frequency of this transition corresponding to Yb-171 isotope is to be measured.

This thesis, therefore focusses on developing the requisite components or building blocks for

the main experiment in addition to systematic shift calculations.

Chapter wise outline of the thesis is as follows:

Chapter 1 features the introduction to ion trap experiments and their applications in dif-

ferent areas of Physics, in particular to time and frequency metrology. It reviews and discusses

in details about optical clocks, its working mechanism, and its varied potential in other preci-

sion experiments for studying various advanced physics problems. The chapter also highlights

specifically on Ytterbium ion based optical clock, its experimental requisites and the focus of

this thesis work.

Chapter 2 focusses on the ion trap-helical resonator connections for generating the harmonic

potential to trap ion. Importance of having a theoretical and numerical study of various

parameters (capacitive, resistive and inductive loads) related to its construction prior hand are

discussed and related theoretical, numerical and experimental analysis have been detailed. The

chapter briefly discusses systematic shifts that can affect frequency measurement in ion-trap

experiments extending it to estimation of BBR shift resulting from any excess capacitive load.

Chapter 3 highlights the design details of a narrow-divergent dark wall atomic oven, its

necessity in the experiment and discusses the related theory and experimental results. Designs

of different tried ovens and related failures are also briefed.

Chapter 4 describes the design of high-resolution imaging system for fluorescence detection

of a trapped ion/ions. It discusses on image formation for a point source along with related

aberrations and image quality analysis parameters and working of the design in terms of these

optical excellence deciding parameters alongside its comparison to other reported designs.

Chapter 5 highlights the importance of laser frequency stabilization in precision spec-

troscopy experiments and various available techniques for the same. It discusses the exper-

imental setup and results obtained for Saturated Absorption Spectroscopy (SAS) of Iodine

performed for stabilizing the cooling laser (369.5 nm). Various optical set-ups tried for SAS

and probable reasons of their failure are also discussed.

Chapter 6 describes optical setup for recording photo-excitation spectroscopy of neutral Yb
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is described in this chapter. It reports the obtained fluorescence spectrum and the measured

transition frequency for various isotopes of Yb along with sources of uncertainty in these values.

This measurement is the first step towards carrying the 2 photon ionization of Yb-171.

Finally, Chapter 7 concludes the output of the thesis in a nutshell, importance of the work

done and their significance in the overall experiment. It also discusses the possible applications

and future scope of the research work carried out.
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Chapter 2

Estimation of electrical loads and BBR shift

associated to Ion-trap and resonator assembly

Publication: Lakhi Sharma, A. Roy, S. Panja, and S. De, Estimation of the ion-trap assisted

electrical loads and resulting BBR shift, Scientific Reports 8, 16884 (2018).

2.1. Introduction

Confinement of an ion in an ultra high vacuum (UHV) domain is a prelude to its seclusion from

its immediate environment, thus facilitating its manipulation and interrogation. Ion traps are

the essential precision tools used in a wide range of areas of physics [90], either for guiding [91,92]

or for trapping [1, 2] ions to study them in a well-controlled environment. These traps confine

motion of ions using electric and magnetic fields. For time and frequency metrology purpose,

Paul traps employing a combination of electrostatic and radio-frequency field to generate ion

trapping potential is used, to avoid systematic shifts resulting from magnetic field. The three

dimensional potential well resulting in Paul trap is of the form,

ϕ(x, y, z, t) = (UDC + VAC cosΩt)
x2 + y2 − 2z2

2r2◦
, (2.1)

where UDC , VAC and Ω are the static voltage, amplitude and frequency of alternating voltage

applied to trap electrodes, respectively. Furthermore, r =
√
x2 + y2 and z are the trap’s axes

and r2◦ = 2z2◦ , with 2z◦ being separation between trap electrodes. To create a trapping potential

giving longer sustaining trapped ions, Paul traps require a narrow band radio frequency (RF)

with high amplitude at the desired parameters. The ion trap is equivalent to an LCR-circuit

having impedance different than the 50 Ω output impedance of an RF source. Direct connection

of an RF source via an amplifier to an ion trap will therefore lead to the RF being partially
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reflected towards the source thus causing damages. Also, amplifier’s noise will inject itself

into the trap causing its heating [93]. Using a directional device following the RF source

and amplifier is a standard technique to avoid unwanted power reflection due to impedance

mismatching. So, the RF is generally delivered via an intermediate resonator whose resonant

condition is tuned to obtain the desired RF parameters [94, 95]. The resonator filters out

the amplifier noise but for maximum filtering, it should have a high quality factor (Q-factor).

Resistive output impedance of the amplifier decreases the Q-factor of the resonator; hence it is

decoupled by connecting the resonator via capacitive or inductive coupling. Over the last few

decades, increasing application of the ion-traps for mass spectrometry, precision measurements,

generating ion-qubit for quantum computation, development of optical clocks, etc. [90] has

been demanding high quality RF oscillator and resonator together with improvement in all the

associated technologies to achieve an overall high performance.

Let us have a brief review of the relevant work on the RF resonator and oscillator. Jones

et al. reported novel design of an RF generator that allows for tuning of the resonant frequency

which varies with the external capacitive loads [96,97]. Recently, Reza et al. reported a tunable

Colpitts oscillator that also tunes the RF at a desired frequency [98]. In many cases, the

resonant frequency of an RF generator is adjusted by adding extra capacitor in parallel to the

ion-trap’s intrinsic capacitance but that degrades the quality factor (Q-factor) and efficiency of

the power transferred to the trap electrodes. As reported in Ref. [99], the operating frequency

of their indigenously developed RF amplifier got shifted by about 13.6 % than it was designed

for, which is due to the lack of prior knowledge on the load of their ion-trap. Helical resonators

are commonly used for this purpose and it consists of two helical coils as primary and secondary

antenna for RF signal coupling and a cylindrical copper shield to avoid transmission loss [95,

106]. The design for the same was first presented by Macalpine and Schildknecht [100]. In

all these above-mentioned cases, prior analysis and accurate estimation of the electrical loads

will help in proper designing of the RF oscillator since its associated loads decide its resonant

frequency. In some applications, feedback controlled RF oscillators are used to enhance the

stability [101]. There, a Phase-Lock-Loop locks the resonant frequency, which depends on the

extra phase added to the RF due to the propagation delay [102]. Estimation of the loads

that are attached to the RF generator and their electrical equivalent circuitry analysis helps

in proper designing of the feedback system. For ion ejections, fast discharge of the RF after

switching it off is required, otherwise the ions are deflected due to residual oscillations [103].

As the characteristic discharge time of a RF source depends on the effective inductive and

capacitive loads [104], estimation of these is required prior to designing of the RF supply.

So far, efforts have been made for novel designing of the RF generator and resonator for

developing high performance ion-traps. In this chapter, we show a pathway for accurate es-
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timation of the capacitive, inductive and resistive loads resulting from an ion-trap and its

associated system. We have discussed on estimation and experimental verification of electrical

equivalent loads resulting from different sources of our precision ion trap and resonator as-

sembly that will be used for building an Yb-ion optical clock [78, 79]. This helps us to build

a helical resonator [105, 106] of desired resonant frequency. In clock experiments, many sys-

tematic shifts result from various sources and their estimation is vital to evaluate the total

systematic uncertainty budget of a frequency standard. Black Body Radiation (BBR) shift is

one such dominant type which may result from resistive heating of the ion-trap. A detailed

calculation of the ion trap system loads also helps in determining the associated BBR shift.

2.2. Methodology

Our ion-trap system, which is attached to an amplified RF source, consists of three parts :

a helical resonator R, a connector C and the end cap type Paul trap T. Their arrangements

are shown in Fig. 2.1. The equivalent inductances, Li; capacitances, Ci and resistances, Ri

resulting from various components, as indicated by the subscript (i), of an ion-trap appear as

loads. Here, we have identified as well as estimated possible sources of loads that contribute

to LL, CL and RL which are then validated through experiment. The resonant frequency, f0

and Q-factor, Q0 of a helical resonator itself can be estimated as,

f0 =
1

2π

√
1

LRCR
, (2.2)

Q0 =
1

RR

√
LR

CR
, (2.3)

where LR, CR and RR are the inductance, capacitance and resistance of the resonator , re-

spectively [95]. In a loaded condition, i.e., when the ion-trap is attached to the resonator via

a connector, the f0 and Q0 changes as,

f ′ =
1

2π

√
1

(LR + LL)(CR + CL)
, (2.4)

Q′ =
1

RR +RL

√
LR + LL

CR + CL
, (2.5)
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T

Coil

Antenna

BNC 

Connector

BNC

Connector

Adapter
Feedthrough

Grounding 

Rod

UHV housing

for Ion Trap

End-cap trap 

mounted on

feedthrough

C: Connector

Grounding wire

Silver coated 

Copper shield

Polyethylene 

foam

R: Helical Resonator T: Trap

Fig. 2.1: Ion-trap system of our experiment where the resonator (R) and ion-trap (T) are connected via
a connector (C). The inserts show schematics of each part R, C and T where sources of the
loads are indicated.

where LL, CL and RL are the inductive, capacitive and resistive loads, respectively. The ratio

of the effective RF voltage, V ′ at the trap electrode relative to the input voltage, V is given as,

kRF =
V ′

V
=

√
RRCR

(RR +RL) (CR + CL)
. (2.6)

2.2.1 Analytical methods

For analytical estimation of loads, already established formulae are used, which rely on certain

assumptions and are described in this subsection. As for example, Ci values are estimated

assuming parallel plate capacitors. Thus, we do not expect them to be as accurate as for

the numerical techniques but this shows inaccuracy of the estimation in case it is done only

analytically.
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Helical Resonator (R): The helical resonator consists of a helical coil, an antenna coil

and a shield. The primary antenna coil is made of a hollow copper wire of outer diameter 2 mm,

it has 3 turns each of diameter 35 mm. A copper tube of diameter 6 mm is wound around a

cylindrical object of diameter 56 mm to make up the secondary helical coil of diameter 62 mm;

it consists of 14 turns. The resonator shield is a hollow, copper cylinder of outer diameter 120

mm and height 210 mm [105,106]. The antenna and the secondary coil have self inductances,

LR1 and LR2; resistances, RR1 and RR2 and a parasitic capacitance, CR1. Capacitance CR2

results from the shield-air-coil combination. In the present design, the copper enclosure is silver

coated to reduce oxidation of the copper shield and eventually the electromagnetic radiation

loss, which introduces a resistance RR3. Electrical circuitry comprising of these loads are shown

in Fig. 2.2(a). For calculation of the self capacitance of a helical coil of height hc and outer

diameter dc, the modified Medhurst equation [107] as given by D. W. Knight [108] is,

Ccoil =
4ϵ0ϵx
π

[1 +
kc
2

(1 +
ϵi
ϵx
)]

hc
cos2Ψ

, (2.7)

where ϵ0, ϵi and ϵx are permittivities of free space, inside and outside mediums of the coil,

respectively and Ψ is the pitch angle. The coefficient kc is expressed as,

kc = 0.717439
dc
hc

+ 0.933048(
dc
hc

)
3
2 + 0.106(

dc
hc

)2, (2.8)

where the numerical pre-factors are the empirical coefficients [108]. Assuming the shield and

the coil as coaxial cylinders, the shield-to-coil (s-c) capacitance is calculated using the relation,

Cs−c = 2πϵoϵrhc(ln
ds
dc

)−1, (2.9)

where ds is the inner diameter of the shield and ϵr is the relative permittivity of any dielectric

material in between. For proper positioning of the coil, the space between the shield and

coil is partially filled with polyethylene foam of permittivity 2.22. Hence, following the Eqns.

(2.7-2.9), the capacitances of the coil and shield-to-coil are,

C
′
coil = m Ccoil|ϵi,ϵx=1 + n Ccoil|ϵi=1,ϵx=2.22, (2.10)

C
′
s−c = m Cs−c|ϵr=1 + n Cs−c|ϵr=2.22, (2.11)

here m=0.46 and n=0.54 are the filling factors for air and foam, respectively. Inductance of

the coil is estimated as,

Lcoil = 39.37
µ0

16π

hc d
2
c

τ2
[1− (

dc
ds

)2], (2.12)

where τ is the winding pitch of the coil and the numerical term arises from unit conversion
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of the formula, as given in Ref. [109] to the SI. The DC resistance of a part of length l and

cross-sectional area A is given by,

Rdc =
ρl

A
, (2.13)

where ρ is the resistivity of the material. AC resistances for the RF carrying parts are different

and those are important to be calculated. For a cylindrical rod of diameterD, the AC resistance

[110] is ,

Rc
ac =

Rdc

π

A

Dδ
, (2.14)

where the skin depth of the material is δ = 503
√

ρ/ωRF µ with ωRF and µ being the ap-

plied frequency and the relative permeability of the material, respectively. RR1 and RR2 are

calculated using Eqns. (2.13) and (2.14).

Connector (C): A connector is used to interface the helical resonator with the ion-trap,

which is assembly of a Y-shaped copper adapter, a grounding rod and an electrical feedthrough

(Fig. 2.1). The Y-shaped adapter is used for symmetric distribution of the RF to the ion-trap

electrode pair. The trap is screwed to two radially symmetric electrical pins of the feedthrough

for firm and stable mounting. The capacitance, CC1 arises between the adapter and the ground-

ing rod along with the feedthrough pins whereas CC2 and C ′
C2 results from the feedthrough

pins and its flange. The adapter, grounding rod, feedthrough pins also carry resistances RC1,

RC2 and RC3, respectively. The rectangular parts of the connector of width w and thickness t

carrying RF has an AC resistance [111] which is given as,

Rr
ac = Rdc

Kc

1− e−x
, (2.15)

where x = 2 (1+t/w) δ/t, current crowding factor Kc = 1+(1−e−0.048p) [0.06+0.22 ln(w/t)+

0.28(t2/w2)] and p =
√
A/1.26δ . Equivalent electrical circuitry of all the loads described in

this section are shown in Fig. 2.2(b).

Trap (T): The ion-trap electrodes are made of Tantalum, whereas its holding structure is

made of Molybdenum and Macor [79]. The holder mounts the ion-trap inside an Ultra High

Vacuum (UHV) chamber via an electrical feedthrough. Capacitances in the trap arise out of

the inner electrode holder to outer electrode holder with dielectric macor in between. This

capacitance, CT1 is estimated part-by-part as C ′
T1, C

′′
T1 and C ′′′

T1 as shown in Fig. 2.1. The

capacitances resulting from the mounting bolts and the electrode holders are CT2 and C ′
T2,

respectively and from the inner-to-outer electrodes are CT3, C
′
T3, CT4 and C ′

T4. Resistances
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Fig. 2.2: Electrical circuitry of (a) resonator (R), (b) connector (C), (c) ion trap (T) and (d) equivalent
(E) of all three components. Ci, Ri and Li as shown in the circuits denote capacitance,
resistance and inductance, respectively, where the subscript i refers to R, C and T, respectively.



26 Estimation of electrical loads and BBR shift associated to Ion-trap and resonator assembly

result from the inner electrode holder, RT1; outer electrode holder, RT2; bolts, RT3; inner and

outer electrode, RT4, RT5 and R′
T4 and R′

T5, respectively. Trap’s inner and outer electrode

holders can be considered as parallel plates spaced apart by macor of thickness d. In that case,

the capacitances are calculated as,

C = ϵ0ϵr
A

d
. (2.16)

Since, the trap electrodes are cylindrical in shape, their in-between capacitance is calculated

from Eqn. (2.9) by replacing hc, dc and ds with the length, inner and outer diameters of the

outer and inner electrodes, respectively. Equation (2.15) gives RT1 whereas Eqn. (2.14) is

utilized for calculating RT3 and RT4. The electrical equivalent circuitry of the loads associated

to the ion-trap is shown in Fig. 2.2(c).

2.2.2 Numerical method

We performed finite element analysis (FEA) via a commercial software, COMSOL Multiphysics

(COMSOL) for numerical estimation of various Li, Ci and Ri values. The geometric designs

of the parts are fed into the COMSOL and subdivided into finite size elements as per the

user’s choice. The software analyzes them and generates a final solution using variational

method. The computational time increases dramatically with finer mesh size, however, after

a certain mesh size, the incremental change of the computed value is well within the limit

of our desired accuracy. We use the AC/DC electromagnetics module of COMSOL as the

subnodes: electrostatics interface, electric current and magnetostatics allow direct computation

of capacitances, resistances and inductances, respectively. Figure 2.3 shows the segmentation

of the ion trap and the resonator into fine meshes as a part of FEA for numerical estimation

of desired loads. Step by step guide to using COMSOL for load calculation with modelling for

capacitance is as follows:

• Figure 2.4 shows the opening window of COMSOL which consists of Model builder and

Graphics window. The complete details of the model to be studied such as its geometry,

materials, physics interface to solve the problem, boundary conditions, etc. are fed in

the model builder. Post processing, its model tree reflects the analysis of results, reports

generated and other visualizations. The Graphics window presents interactive graphics

for the geometry, mesh, and operations such as rotating, panning, zooming, etc.

• Under model wizard of Model builder, 3D space dimension is selected, AC/DC → Electric

Fields and Currents → Electrostatics is added and under study type General Studies →
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(a) (b)

Fig. 2.3: Meshed structures of (a) ion trap and (b) resonator obtained during COMSOL simulation

Stationary is chosen, as shown in Figure 2.5(a,b,c), respectively.

• Next comes geometry of the model which can be either constructed using the features

Geometry toolbar in or a CAD file can be directly imported from SolidWorks.

• A set of selections are to be made for setting up the physics such as metal and insulator

parts; and ground and terminal boundaries of the model using the Definitions and Physics

toolbar. Material of various parts of the model and voltage on the boundaries are also

assigned.

• Under Mesh settings, size of mesh element which discretizes the model is set. Mesh size

affects computation time and accuracy of the results, for all analysis, we chose “fine”

element size.
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(a)

(b)

(c)

(d)

(e)

Fig. 2.5: Snapshots showing steps to creating a model for studying related physics using COMSOL by
choosing (a) plane, (b) study type and (c) physics and (d) defining the orderly sequence of
operations in model tree of model wizard which includes the geometry, material, mesh size,
boundary conditions, etc. (e) shows the mesh created for model of outer trap electrodes.

• Finally, under Study toolbar, Compute is selected after which results/plots are shown in

the Message/Graphics display. These toolbars are shown in Fig. 2.5(d) and final mesh

created for the model is depicted in Figure 2.5(e).

2.2.3 Experiment

Experimental verification of the estimated values are obtained through an indirect measurement

as well as via a direct measurement of the loads using an LCR meter (Wayne Kerr 6500P).

For indirect measurement, the resonant condition is obtained by scanning the RF frequency
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Resonator

Frequency 

generator

Spectrum

Analyser

Connector Ion trap

Coupler

Fig. 2.6: Experimental set-up for measurement of operating parameters of resonator at loaded and
unloaded conditions.

across f0 and f ′ as given in Eqns. (2.2, 2.4). A small fraction of the RF (≤ 3 %) gets reflected

from the resonator. Using a directional coupler (ZFDC-20-3-S+, MiniCircuits), this reflected

signal is outcoupled to a spectrum analyzer (FSV 40, Rohde & Schwarz) for further analysis;

the experimental set-up is shown in Fig. 2.6. The resonance condition is ensured by minimum

reflection of the RF while tuning its frequency. The outcoupled RF is measured in a spectrum

analyzer at different values of fixed capacitive loads and also in the unloaded condition of the

resonator.

2.3. Results and Discussions

Simple circuitry analysis using Kirchoff’s current law leads to estimation of the effective loads

as following,

for the Resonator R:

CR = CR1 + CR2,

RR = RR1 +RR2 +RR3,

LR =
LR1LR2

LR1 + LR2
, (2.17)
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for the Connector C:

CC = CC1 + CC2,

RC =
(2RC1 +RC3) (RC2 +RC3)

2(RC1 +RC2) + 3RC3
, (2.18)

for the Trap T:

CT = CT1 + 2(CT2 + CT3 + CT4),

RT =
A B

A+B
, (2.19)

where, CT1=(C ′
T1+C ′′

T1+C ′′′
T1) as indicated in Fig. 2.1, A=(RT2+2RT5) andB=(RT1+2RT3+2RT4),

for total effective loads E:

CE = CR + CT + CC ,

RE = RR +RT +RC ,

LE = LR. (2.20)

The wire that is used for grounding of the trap inside of the UHV chamber results in a resistive

load. The extra compensation electrodes, that are generally used for precise positioning of the

ion at the trap centre, also results to finite capacitance. These values have been estimated to

be orders of magnitude lower than the rest, which are therefore neglected.

The values of the loads as given in Eqns. (2.17-2.19), estimated via analytical and numerical

techniques are given in Tab. 2.1. Source of errors in the numerically calculated values are two

fold: accuracy a that is obtained from COMSOL for a certain mesh size and their inaccuracy b

for ± 10µm machining tolerance. Hence, the total error is estimated to be ±
√
a2 + b2, which

is dominated by b.

In the experiment, we measure resonant frequencies and Q-factors when: (i) the resonator

is attached to capacitors and (ii) the resonator is attached to the connector and capacitors.

For this purpose, we use capacitors with different values that are calibrated at 0.3 % un-

certainty. As shown in Fig. 2.7, the characteristic change of the resonant frequency and

Q-factor due to additional capacitive load are fitted to f(CL) = f0
√
CR/(CL + CR) and

Q(CL) = Q0

√
CR/(CL + CR), respectively, where f0, Q0 and CR are used as the fit param-

eters. Capacitive load resulting from a component attached to the resonator is obtained by

measuring shift of the resonant frequency or Q-factor from the unloaded f0, Q0 values and

obtaining change of capacitance corresponding to that shift from their respective characteristic
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Tab. 2.1: Estimated values of the loads resulting from different parts of the ion-trap system. AC resis-
tances are indicated by superscript ‘ac’.

Parts Analytical Numerical

Resonator (R)
CR1 3.7 pF 2.067(5) pF
CR2 5.7 pF 10.72(1) pF
RR1 7 mΩ 8(1) mΩ

351 mΩac 450(5) mΩac

RR2 18 mΩ 10(4)mΩ
820 mΩac 610(9)mΩac

RR3 5.2 µΩ 5.83(3) µΩ
LR1 3.1 µH 3.71(6) µH
LR2 0.3 µH 0.242(5) µH

Connector (C)
CC1 8.2 pF 9.8(2) pF
CC2 0.04 pF 0.038(7) pF
RC1 0.22 mΩ 0.222(1) mΩ

6 mΩac 7(1) mΩac

RC2 454.55 µΩ 455.8(4) µΩ

RC3, R
′
C3 347.6 µΩ 348.35(3) µΩ

10 mΩac 9(2) mΩac

Trap (T)
CT1 22.5 pF 22.1(3) pF

CT2, C
′
T2 0.8 pF 0.71(2) pF

CT3, C
′
T3 1.6 pF 1.5(1) pF

CT4, C
′
T4 0 pF 0.042(4) pF

RT1 0.073 mΩ 0.078(1) mΩ
70 mΩac 85(3) mΩac

RT2 80.1 µΩ 81.1(3) µΩ

RT3, R
′
T3 189.44 µΩ 197.8(3) µΩ

3.2 mΩac 3.4(2) mΩac

RT4, R
′
T4 2.816 mΩ 2.790(2) mΩ

15 mΩac 14(1) mΩac

RT5, R
′
T5 780.3 µΩ 788.6(1) µΩ

curves, as given in Fig. 2.7. With the known values of f0 and f ′ for any attached capacitance

Ci , its unknown value of Li can be estimated by using Eqns. (2.2) and (2.4). Further, as

the Q0 and Q′ values are also known from experiments, using the estimated Li values, the

unknown Ri values can be obtained using the Eqns. (2.3) and (2.5). The experimental values

are obtained by taking mean of the values taken from different techniques and their variance

is quoted as the uncertainty. We measure f0 = 27.04(7) MHz and Q0 = 600(8), estimate them

as 25.85(5) MHz and 508(1) using the numerically estimated loads in Eqns. (2.2-2.3) and also

extract them as 27.5(1.0) MHz and 590(7) from the fits. Mutual agreement of these values also
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validates our calculation in an independent way. The analytical, numerical and experimental

values of different loads are compared in Tab. 2.2. Using the numerical and experimental
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Fig. 2.7: Variation of the (a) resonant frequency and (b) quality factor with capacitance for the resonator
itself (green) and for the resonator + connector without the ion-trap connected to it (red).
The experimental data (black) and theoretically fitted lines to it are shown, where the width
of the lines depict fitting inaccuracy . The measured capacitance (blue) of connector and the
combination of connector and trap are indicated on the fitted curves and also shown in the
inserts.
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Tab. 2.2: Values of the loads obtained through different methods

Parts Analytical Numerical Experimental

CR 9.4 pF 12.78(2) pF 10.6(1) pF
CC 8.24 pF 9.9(2) pF 8.6(4) pF
CT 27.3 pF 26.7(5) pF 21.5(9) pF
RR 1241 mΩ 1062(1) mΩ 981(5) mΩ
RC 28 mΩ 29(9) mΩ 44(2) mΩ
RT 174 mΩ 182(3)mΩ 162 (2) mΩ
LR 3.1 µH 3.71(1) µH 3.68(6) µH
CE 50.4 pF 51.4(7) pF 40.7(2) pF
RE 1373 mΩ 1273(3) mΩ 1183(9) mΩ
LE 3.1 µH 3.71(1) µH 3.68(6) µH

values of the loads in Eqn. (2.6), we estimate the RF voltage transfer factor, kRF ≃ 0.45 and

0.46, respectively. Therefore, voltage at the trap is about half of that is at the output of RF

resonator.

The described electrical load analysis also leads to estimation of the excess BBR shift

that results from heating of the ion-trap. The resistive heating of the ion-trap electrodes due

to absorption of the RF power propagating through it has already been reported elsewhere

[112–114]. Here, we are estimating the BBR shift associated to heating of the trap due to

current flowing through it, which originates due to finite capacitance introduced by inaccurate

machining of the trap parts. The RF appears at a different phase with a relative phase difference

ϕ on the trap electrodes, that are aligned axially facing each other, due to a path difference

x resulting from non-negligible machining tolerances. Due to this, at any instant of time, the

RF, Vo sinωRF t, appears at different voltage level, which can be modelled as a parallel plate

capacitor with an unwanted excess capacitance Cex kept at a potential Voϕ [59]. The phase

difference, resulting from the inaccurate machining, is

ϕ = 2π

(
x

λRF
− p

)
, (2.21)

where p is the integer number of RF wavelength λRF that gets accommodated within x. Figure

2.8(a) shows numerically estimated values of Cex for our ion-trap and calculated ϕ following

the Eqn. (2.21) as a function of the machining inaccuracy. Even though there is no direct

relation, the capacity factor in our ion-trap geometry is αc = Cex/ϕ = 1.9, where Cex and

ϕ are in fF and milli-degree, respectively. Although, in an ideal condition (ϕ = 0), the RF

electrodes stay in an open circuit condition, a finite current Iex = Voϕ/RRF flows through in

a real trap that has certain capacity factor. A simple minded physical picture to understand

this is by considering a voltage source of Voϕ V that is present in between the electrodes. In
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(b)

C
ex
fF

(a)

(b)

Fig. 2.8: (a) Excess capacitance , Cex and phase difference, ϕ and (b) the BBR shift, at RF amplitudes
250 V (cyan), 500 V (blue), 750 V (green) and 1000 V (red) at the trap electrodes; resulting
from the machining inaccuracy are shown.

that case, the resulting Iex flows through the resistance RRF that is present in the RF path

of the ion-trap system. In a thermal equilibrium, the resistive heating due to Iex will elevate

temperature of the trap, which is non-negligible in many precision experiments particularly in

case of an optical clock as that significantly contributes to the BBR shift [115]. The amount

of temperature rise during the time of current flow (i.e. cycle time of the experiment and we

have considered that to be 1 s just for simplicity) can be estimated following the conservation

of energy as
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∆T =
V 2
o ϕ

2

RRF
∑

j mjsj

=
C2
exV

2
o

α2
cRRF

∑
j mjsj

, (2.22)

where mj and sj are masses and specific heats of the elements j, respectively. Corresponding

BBR shift due to the electromagnetic radiation at an elevated temperature T [116] can be

estimated as,

∆νBBR = −(831.945)2

2h
δαo

(
T

300

)4

[1 + η(T )], (2.23)

where h is the Planck’s constant, δαo is differential scalar polarizability of the transition

and η(T ) is the dynamic correction since atomic transitions other than the E1-transitions

are neglected in δαo. Here, we have neglected this factor since η < 0.01 at room tempera-

ture. As an example, here we estimate ∆νBBR at T=(296+∆T) that is from the machin-

ing inaccuracy for the Ytterbium-ion (171Yb+) octupole (E3) clock transition at frequency

νE3 = 642 121 496 772 645.150 Hz [74] and having δαo = 0.859 × 10−40 Jm2V−2 [117]. We

use our estimated values of resistances, as given in Tab. 1, to get RRF = (RT1 + RT3 +

R
′
T3 + RT4 + R

′
T4 + RC1 + RC3 + R

′
C3). Figure 2.8(b) shows expected fractional BBR-shift

∆νBBR/νE3 resulting from the machining inaccuracy of the electrodes at different amplitudes

of RF of ωRF = 2π × 15 MHz. Accurate estimation of this systematic shift carries merit for

developing optical clocks with increasing accuracies as it is about two orders of magnitude

higher than the present best trapped ion optical frequency standard [74].

2.4. Conclusion

We made detailed analysis of the resistive, inductive and capacitive loads that results from

each part of the ion-trap system. We also performed an experiment to measure the effective

loads to validate our theoretical estimations. Considering the estimated load values, the design

parameters of the resonator can be chosen such that it operates as desired. This analysis shows

a pathway for predicting output values, e.g., resonant frequency, Q-factor of an RF resonator

both in loaded and unloaded conditions prior to its construction. The RF phase difference

at the tip of the electrodes resulting from the unignorable machining inaccuracy, has been

estimated accurately. Its relation with one of the dominant systematic shifts in the atomic

clock experiments: BBR shift is obtained, which is important to be considered in the overall

systematic budget. As for example, at an RF amplitude of 1 kV at 2π× 15 MHz and with
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± 10 µm machining inaccuracy will result to ± 0.42 K heating of the trap. This results to

∓ 43 mHz shift for the Yb ion E3-clock transition that corresponds to fractional frequency

uncertainty 6.6 × 10−17 due to the BBR effect. This exercise for precise estimation of the

machining inaccuracy assisted BBR shift helps in building highly accurate optical frequency

standards that are approaching to 10−19 level even without any cryogenic environment.
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Chapter 3

A low-divergent atomic oven and its atomic flux

distribution

Publication: Lakhi Sharma, A. Roy, S. Panja, and S. De, Atomic flux distribution from a

low-divergent dark wall oven, Review of Scientific Instruments 8, 16884 (2018).

3.1. Introduction

A collimated atomic beam source is one of the indispensable integrants of a frequency standard

experiment. It provides neutral atomic flux towards the trapping potential so that the atoms

can be further ionized for loading ions within the Paul trap. Such collimated atomic beam is

infact a necessary requisite in many other atomic and molecular beam experiments too such as

laser cooling, beam collisions, fluorescence spectroscopy, atom interferometry, etc. Properties

of the atomic oven such as its output atomic flux, brightness, divergence, lifetime, design

simplicity etc. depends on the applications and requirements of the experiment. The basic

structure of any atomic oven consists of a reservoir where the atomic species is heated to

achieve the desired vapor pressure. Depending on the atomic species, oven temperature varies,

hence different heating methods such as, resistive [118], electron bombardment [119, 120] and

inductive [121, 122] are being used. Resistive heating is widely used for temperatures upto

1200 oC [131–136] as controlling temperature becomes easy by regulating the current flow

[135,137–140]. Along with that, different oven geometries are used to produce intense [123–126]

and collimated [127–130] source. Electron bombardment and inductive heating methods are

widely used for heating upto 1800 ◦C [144] and above 2000 ◦C [?, 145], respectively. Laser

ablation of solids is also a widely used technique to deliver ions to an RF trap by vaporization

and ionization of material from the metal surface [146,147].
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An oven with only a reservoir with an exit hole gives larger axial beam widths. For collima-

tion, long tube is used which is further modified with multichannel [141,142] and microcapillary

array [126,143] to increase the atomic flux. The ovens can therefore have complex designs de-

pending on specific requisites or choice of samples. Spatial distribution of atoms depend on

the oven geometry whereas their velocity distribution depends on the temperature. In case

it is required, velocity distribution of the atoms are modified by laser cooling technique, as

an example, whereas controlling of its spatial distribution can be achieved by proper choice

of the oven geometry. Also, studying atoms’ distribution pattern is always a subject of in-

terest [142, 151–157]. Clausing modelled the angular distribution of molecules emerging from

cylindrical tubes and analyzed its dimensional dependency [151], which was later experimen-

tally verified by Dayton [152]. Giordmaine et al. studied peak beam intensities and beam

widths from array of long tubes stacked in different shapes [153]. The predicted theory justifies

only the centreline intensity since it assumed zero number density at the nozzle end of the

tube. Olander et al. modified that with finite number density at the nozzle end [142]. Further,

they experimentally verified their model for multichannel source [154] and demonstrated its

dependency on the source size [155]. Beijerinck et al. measured the velocity and angular dis-

tribution of atomic beam produced from multichannel arrays in both transparent and opaque

mode [141]. Krasuski studied the shapes of angular distribution at different exit zones of a

tube which leads to better understanding of the atomic flux pattern [158].

Various systematic effects like unwanted electric and magnetic fields, collision effects, black

body radiation, etc. can perturb the frequency of the clock transition. One such critical

source of perturbation is patch potential arising due to differential work function between

trap electrodes and atoms from oven sticking to them [130, 149, 150]. Ion traps are subject to

anomalous heating due to such effect. Lesser systematic shift values is desirable for a good

frequency standard. A collimated atomic source is the solution to minimizing the systematic

shifts arise due to formation of patch potential. The on-axis beam flux from the oven is not an

issue as it primarily takes off in a straight trajectory whereas it is the off-axis flux which leads

to divergence and hence larger beam widths. Therefore, a narrow divergent atomic oven can

be realized by controlling off-axis beam. In order to restrict deposition of the unused atoms at

the experimental region of interest, many efforts are made to produce nearly collimated atomic

beam [125,126,129]. Based on shadowing of the off-axis flux, three classes of ovens exist: bright

wall, dark wall, and recirculating oven. Off-axis atoms striking the oven wall gets re-emitted

with a cos θ distribution in bright wall oven, absorbed in dark wall oven and re-sent to the

source in recirculating oven by capillary action for re-use [148].

The requirement of an atomic oven in our experiment is to suffice the adequate amount

of neutral Ytterbium (Yb) flux to be trapped, ionized and cooled at the Paul-type ion-trap
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centre. The design of our indigeneously developed UHV chamber within which the ion-trap

is mounted at 10−11 mbar is such that the available distance between the trap centre and the

viewport of the chamber is 117 mm [79]. The oven should be at an optimum distance from the

trap centre so that the temperature of the trap is not affected by heat radiated from the oven.

Also, the tip-to-tip distance between the inner electrodes of the Paul trap is 0.7 mm [78, 207]

which necessitates a low-divergence atomic beam with low flux to avoid patch potential effects.

In this chapter, we present the design of a dark wall oven giving narrow divergent beam. We

also studied modified spatial distribution of outgoing atomic flux: theoretically modelled the

distribution function, experimentally verified it and compared that with bright collimating

ovens. The design results from non-homogeneous thermal distribution due to partial heating

of a single capillary. This delivers a low-divergent atomic flux that has been tested to produce

Ytterbium (Yb) atomic beam. Due to the dark wall at the exit end, spatial distribution is

truncated above an angle. Finite Element Method (FEM) by using COMSOL Multiphysics®

software is performed for studying the thermal distribution throughout the capillary. This

facilitates to choose the suitable oven design parameters. Section 3.2 of this chapter describes

details of the oven design and theoretical model of outcoming atoms’ angular distribution

pattern. Experimental results and associated discussions are presented in Sec. 3.3.

3.2. Oven design and its atomic flux distribution

The knowledge of flow regimes is vital while designing a molecular beam apparatus. Depending

on the pressure and geometry of the vacuum equipment through which the gas is flowing, or in

other words, depending on the Mean Free Path (MFP) of particles inside the apparatus, three

flow regimes exist, namely, molecular flow, transition flow and continuum flow [159]. MFP

given by λ = kT/
√
2πd2Pvap is the average distance traversed by a particle before colliding

with another particle. Here, d is atom’s diameter and the vapor pressure Pvap at temperature

T is,

logPvap = A+BT−1 + C log T +DT−3, (3.1)

with A, B, C and D being coefficients for a particular species.

If pressure is low, MFP of the gas molecule is greater than the diameter 2a of the vacuum

equipment characterized by the Knudsen number Kn = λ/2a > 1; this is the molecular flow

regime. Under such conditions, most of the particles go out along straight trajectory as no

atom-atom collisions occur inside the tube owing to its larger λ, only atom-wall collisions
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eventuate. When the pressure is sufficiently high, λ < 2a or Kn < 0.01, under which particles

frequently collide with each other as a result of which they behave as a continuum. Transition

flow results when the pressure is neither too high nor too low i.e. when neither molecular flow

nor continuum flow subsists. In transition flow regime, 1 > Kn > 0.01. The molecular flow

regime is of our interest for designing the oven as here, majority of the particles emerge out in

an undeviating path [159].

3.2.1 Initial designs

The basic parts of an atomic oven are a reservoir to store the atomic species, a collimator to

pave way for the outgoing atomic flux and a heating element for metal evaporation. In the

initial designs, we used a macor cavity as reservoir to store Yb pellet, with one end fitted with

a normal syringe needle as collimator and the other end blocked with a push fitted metallic

(a) (b)

(c) (d)

Fig. 3.1: (a) and (c) shows the initial designs for oven with (b) and (d) the corresponding atomic
deposition.
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cap as shown in Fig. 3.1(a). Nichrome wire due to its high melting point of 1400◦C is chosen

for resistive heating of macor and is wound over it. The entire set-up is installed inside a

vacuum chamber backed by a turbomolecular pump creating pressure 10−8 mbar. After

longer operating time, this design proved to be a failure as there was Yb deposition all over

inside the chamber as shown in Fig. 3.1(b). This leakage resulted due to loosened ceramic-

metal contact over time; due to thermal expansion of the metal cap, cracks resulted in the

macor cavity. Another disadvantage of using ceramic is difficulty in its machining. In the next

attempted design (Fig. 3.1(c)), we decided on to use a single capillary as both reservoir and

collimator purpose to avoid any sort of leakage. We chose a seamless stainless steel capillary

for the purpose with one of it ends pinched to form a closed end and serve as the crucible

for Yb atoms. Tungsten wire is wound over both the open and closed end of the capillary for

end-to-end heating. This solved the problem to a great extend except for a large beam width

(Fig. 3.1(d)) which is unacceptable for the clock experiment as explained earlier.

3.2.2 Working design

Further modification of the oven’s design has been done in order to achieve efficient and leak

proof collimated atomic beam. The final working model, as shown in Fig. 3.2(a), consists of a

reservoir, a collimating tube and a cold part at the exit. Aspect ratio of the collimating tube

2a/L defines the atomic beam flux as well as its angular divergence. Atoms are stored at the

starting end of the capillary which acts as a reservoir where atomic vapor is produced and that

propagates through the collimating tube. At the end of the collimating tube, the capillary is

partially used as a dark wall i.e. a cold absorber to truncate the off-axial atoms above a certain

angle. In the previously reported dark wall ovens, the reservoir, collimator and absorber are

separate units and assembled together [134, 135, 160]. In our simple design, these are made

out of a single 316L stainless steel (SS) capillary of inner diameter 0.9 mm and the regions

are distinguishable by temperature. Thus, it is easy to mount the oven inside of a vacuum

chamber. The reservoir end of the capillary is spot welded to a heating wire and closed to

stop atoms from exiting. The other electrical contact is separated by a length LE (LE < L) so

that current flows partially through the capillary and end part of it stays at lower temperature

since thermal loss is dominating there [Fig. 3.2(b)]. By controlling the current’s path, the

capillary is inhomogeneously heated to create three regions widely separated in temperature.

Tungsten wire of AWG 27 is used for electrical contacting of the capillary to the feedthrough

pins owing to its high tensile strength of 100,000 - 500,000 psi at room temperature, good

thermal conductivity of 173 W/m K and a high melting point of 3422◦C. Two Macor blocks

of size 12 mm × 8 mm × 10 mm are used for holding the capillary along their midway and
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Electrical contact points

HOT COLD
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LC
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Glass

Plate

Capillary

l

Wc

A B

Reservoir
Collimator Dark Wall

LE

LH

Feedthrough
Flange CapillaryMacor holders

Connecting wire

A
B

(a)

(b)

(c)
Parts Part No.

Mounting Electrical Feedthrough 2 Copper conductors on DN16CF flange, Order

code: EFT0523052 from Kurt J. Lesker

Capillary tube Stainless Steel - AISI 316L, Order code: 987-625-07

from GoodFellow

Heating wire Tungsten, Order code: 104-934-78 from GoodFellow

Reservoir sample Ytterbium ingot, Order code: 000407 from Alfa

Aesar

Fig. 3.2: (a) Drawing of the dark wall oven and its holders for UHV mounting. (b) Schematic of
the capillary consisting of three regions: reservoir, collimator and dark wall. (c) Details of
components of the developed oven.

also for firm mounting of it to the conducting pins of a standard CF16 electrical feedthrough.

The cold end truncates the angular distribution at θt = tan−1(2a/LC) since atoms travelling

beyond that stick to the dark wall at a rate 2πaLCnov̄/4, where v̄ =
√
8kT/πm is average

thermal velocity. Thus, the expected atomic beam width on a plane, e.g. glass plate placed at

a distance l from the exit end of the capillary is,

Wc = 2a(1 +
2l

LC
). (3.2)
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(a) (b)

Oven while

testing

Oven installed in

UHV chamber

Fig. 3.3: Picture showing the oven (a) inside the testing chamber and (b) assembled into the final UHV
chamber.

This assumes that atoms without colliding the wall are only coming out, which is correct

for the atoms having negligible effusion coefficient at the cold end’s temperature. Details of

components used in developing the atomic oven along with the seller information is given in

Fig. 3.2(c). Figure 3.3(a,b) shows the designed oven inside the test chamber and installed in

the final UHV chamber, respectively.

3.2.3 Modified atomic flux distribution

The vaporized atoms with density no within the reservoir are equally probable to move along

any direction with a flow rate

d3Ṅ = I(θ)P (v)d2Ωdv, (3.3)
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within a solid angle dΩ. Here, I(θ) and

P (v) = 32v3
exp−4v2

πv̄2

π2v̄4
, (3.4)

are the angular intensity and the normalized velocity distributions, respectively, for the atoms

moving at a speed v along θ relative to the tube’s axis. The angular distribution follows

Ṅ =

∫ π

−π
I(θ)d2Ω =

2πnov̄a
3

3L
, (3.5)

where Ṅ is flow rate of atoms through a transparent tube [141]. Angular distribution of atoms

exiting a wall strip of width dz situated at a distance z from the reservoir end, is given as [153],

dI(θ) =
nozv̄

4πLH
2a sin θ

[
1−

(
z tan θ

2a

)2] 1
2

dz, (3.6)

where n(z) is atom’s density. The centreline atomic intensity is I(0) = nov̄a
2/4. The critical

angle θC = tan−1 (2a/LH) is obtained from the geometry [Fig. 3.2(b)], upto which atoms exit

from the collimation tube without colliding with its wall. At half angle θ 1
2
= 1.68a/LH , the

atomic intensity becomes I(θ 1
2
) = I(0)/2. The angular distribution has two components: (i)

atoms that are flowing with and without hitting the wall Iu(θ), which dominates upto θC and

(ii) atoms effusing out after hitting the wall Iw(θ), that dominates at θ > θC . The distribution

functions as given in Ref. [153] are,

Iu(θ) =
nov̄

4π
2a2 cos θ

[
cos−1(p)− p

√
1− p2

]
+

∫ LH

0

n(z)v̄

4π
2a sin θ

[
1−

(
z tan θ

2a

)2] 1
2

dz

=
a2n0v̄

2π

[
R(θ) +

2

3
P (θ)

]
cos θ, 0 < θ ≤ θC ,

Iw(θ) =

∫ 2a/ tan θ

0

n(z)v̄

4π
2a sin θ

[
1−

(
z tan θ

2a

)2] 1
2

dz

=
2a3v̄no

3πLH

cos2 θ

sin θ
, θC < θ < π/2, (3.7)

where

R(θ) = cos−1(p)− p
√
1− p2,

P (θ) =
1− (1− p2)

3
2

p
,

(3.8)
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Fig. 3.4: Angular profile of atoms for different ovens such as, reservoir (blue), reservoir attached to a
collimator (red) and dark wall oven (green). Inset shows critical and truncated angle (red) and
half-width angle (blue) for different lengths of the capillary. Here, we consider T = 249oC, L
= 65 mm, LH = 35 mm, LC = 30 mm and a = 0.45 mm.

and

p = LH
tan θ

2a
. (3.9)

Thus, the relative angular profiles, i.e. f(θ) = I(θ)/I(0) are

fu(θ) =
2

π

[
R(θ) +

2

3
P (θ)

]
cos θ, 0 ≤ θ ≤ θc,

fw(θ) =
8a

3πLH

cos2 θ

sin θ
, θc ≤ θ ≤ π/2, (3.10)

which are obtained following Giordmaine and Wang’s approach [141, 153, 161]. The modified

Eqn. 3.11 following Olander and Kruger model [142] considering non-zero number densities at

the source and exit ends of the tube are,

f ′
u(θ) = ζ0 cos θ +

2

π
cos θ

[
ζ1R(θ) +

2

3
(ζ1 − ζ0)P (θ)

]
,

0 < θ ≤ θC ,

f ′
w(θ) = ζ0 cos θ +

8a

3πLH
(ζ1 − ζ0)

cos2 θ

sin θ
,

θc ≤ θ ≤ π/2. (3.11)

Here, dimensionless parameters ζ0 = 4a/3L and ζ1 = (1− ζ0) are related to the wall collision

rates at the entrance and exit of the capillary, respectively. Figure 3.4 compares angular profiles

of outgoing atoms from effusive ovens with and without collimation, following L >> 2a and

L < 2a, respectively. For comparison, truncated distribution from a dark wall oven is also

shown there. The angles, θC , θt and θ 1
2
for different aspect ratios of the collimator and the
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dark wall tubes are shown in the inset, which suggests stronger collimation can be obtained at

longer collimator lengths but at a cost of lower throughput. It is to be noted that the truncated

angular distribution expected from a collimator followed by a dark wall has similar nature like

θC but they operate at different length scales defined by values of LH and LC . Atoms at the

tail of the distribution are mostly not useful since they are beyond capturing capability of a

trapped atom experiment, hence truncation is not inefficient for the atom loading.

The rate of flow of atoms upto a velocity v and angle θ can be obtained as,

F θ
v

(
a

L
,
a

LH
, T

)
= Ṅ

∫ θ

0
F (θ)2π sin θdθ

∫ v

0
P (v)dv

=
Ṅ

2π

[
π sin2 θ + (ζ1 − ζo)

(
sin 2θ − 2θC − 2θ

)]

[
1− exp

(
− 4v2

πv̄2

)(
1 +

4v2

πv̄2

)]
. (3.12)

Here, F (θ)= κf
′
(θ)/π is the normalized angular distribution function where κ = πI(0)/Ṅ =

3L/8a [141] is the ’peaking factor’ that characterizes the degree of collimation. In the spirit

of our trapped Ytterbium-ion (Yb+) optical clock experiment [80, 106, 162–165, 207], as an

example, the maximum velocity vcap that can be captured in the ion trap is defined by its

depth given by,

Dtrap =
a2Qr2V 2

4mR4Ω2
, (3.13)

which depends on the trapping voltage, V . Here, a, z are trap geometry specific parameters, V

is applied voltage at radio-frequency Ω, Q is charge and R is radius of the trapping volume. The

maximum θ can either be θt or maximum capturing angle by the trap depending on whichever

is smaller.

3.3. Results and discussions

3.3.1 Theoretical simulations

We used “Electric Currents“ and “Fluid Flow” submodules of COMSOL to study steady state

temperature variation and atomic flux flow, respectively, through the microchannel SS capil-

lary. The temperature distribution in the capillary for its different heating configurations are

simulated to obtain the desired temperature distribution distinguishing reservoir, collimator
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Fig. 3.6: Numerically simulated variation of temperature (in ◦C) along the length of the capillary for:
(a) ovens with collimator and (c) in the presence of cold absorber. (b,d) show variation of
the collimator’s length LH with current and corresponding reservoir temperature for a fixed
operating voltage = 1.7 V.

and dark wall regions. The stepwise approach towards modelling the geometry and physics

in COMSOL is already discussed in Chapter 2. Figure 3.5 displays the model builder and
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Fig. 3.7: (a) Variation of Yb vapor pressure (orange) and its mean free path (green) with temperature.
(b) Output Yb flux with increasing temperature for bright oven with collimator (cyan) and
dark wall oven (black) are shown. The discrete points in cyan and black are the corresponding
numerical values, its inset emphasizes the critical temperature. Flux of atoms at different (c)
cut off angles and (d) oven temperatures for fixed trap electrode voltage of 250 V (magenta),
350 V (black), 450 V (blue) and 550 V (red) that are available to be captured in our ion trap.
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graphics window corresponding to reservoir temperature estimation at 2.7 A with the work-

flow details in the model tree. One needs to commence by selecting the space dimension, add

required physics interface followed by stationary or time dependent study type. We define a

critical oven temperature TC at which output flow rate is negligible to use. In case of an inho-

mogeneously heated capillary, the point at TC defines LH . The capillary’s length over which

T > TC acts as the collimator and rest of it acts as the dark wall. Although we considered a

wide variety of capillary geometry for simulations to identify the suitable one, we report here

the results obtained for L = 65 mm, a = 0.45 mm and LE = 40 mm giving variety of LH and

LC at different currents, that we finally used to construct the oven. In case of heating the

entire capillary, i.e. LE = L = LH and LC=0, inhomogeneity of the temperature distribution

is within the accuracy of the simulation, as shown in Fig. 3.6(a) for different currents. In this

case, the entire capillary acts as the collimator and the current regulated reservoir tempera-

ture is shown in Fig. 3.6(b). Partial heating of the capillary from reservoir end upto some

intermediate point, as an example LE = 40 mm, at different currents are shown in Fig. 3.6(c).

Figure 3.6(d) clearly shows that for a fixed LE , collimator’s length LH increases with stronger

heating. Thus, a proper choice of the electrical contact points and current results to a desired

length of the dark wall. As obtained from the FEM analysis, we consider TC ≈ 175◦C at which

output flux is two orders of magnitude smaller than the desired and this matches well with our

experimental observation as described later. The response times of the dark wall oven to reach

to 250 ◦C and 350 ◦C from the room temperature are 378 s and 402 s, respectively, as obtained

by using the FEM analysis, whereas it takes only 94 s and 171 s to reach to these temperatures

from the TC . Thus, rather than reducing the reservoir temperature to room temperature, it

may be set near to TC while the oven is in frequent use.

Figure 3.7(a) shows temperature dependency of vapor pressure and MFP of 171Yb atoms

that satisfies Kn > 1 at T > 127◦C. The temperature dependent output flow rate of atoms

following Eqn. 3.5 and their simulated values are shown in Fig. 3.7(b). The abrupt increase

of the flow rate at TC = 175◦C is highlighted in the figure. As expected, the dark wall

oven produces lower flow rate owing to the truncation of off-axis atoms. Figure 3.7(c,d) show

capturable atoms for different θt and oven temperatures, respectively, estimated using Eqn. 5.3.

Typically, ions upto a velocity vcap corresponding to 10% of the trap depth can be captured in

an ion trap. Considering our ion trap, that captures all atoms upto θt and operates at Ω=2π

× 15 MHz and with 45% RF transfer efficiency to the trap electrodes [165], we have estimated

Dtrap and hence the maximum capture velocity. As an example, for the oven operating at

300◦C and vcap ≈ 535 m/s, in case the ion trap operates at 1000 V RF, about 1.6× 109 ions/s

will be available for capturing, assuming 100% ionization of the atoms.
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3.3.2 Experimental results

We have tested performance of our dark wall oven to produce 171Yb atomic beam and compared

the obtained flux distribution with that obtained through our model. The oven is tested at

different currents as the simulation shown in Fig. 3.6 while heating the entire capillary and also

for different cold end lengths during dark wall mode of its operation. For all the measurements,

the oven was housed inside a vacuum chamber maintained at a pressure of 10−9 mbar vacuum,

L=65 mm and for a fixed run time of 36 hours while the spots were recorded on a glass plate

kept at a distance of 30 mm from the end tip of the oven. Deposition of Yb atoms on the

glass plate is confirmed through chemical reaction. The glass plate with Yb in metallic silver

color deposited on it is exposed to gaseous iodine and after few hours, it turns to white YbI3

confirming presence of Yb. Yb spots deposited on glass slides are imaged through a digital

microscope (Model No. 44308, Celestron) for different operating currents as shown in Fig.

3.8. As is evident, with increasing oven currents, axial beam width increases. With increasing

current, the cold end temperature rises, thus permitting a fraction of the off-axis atoms to exit

the tube. Figure 3.9(a) shows spatial distribution of atoms while the oven is entirely heated at

T = 252 oC without any dark wall. Profile of the spot sizes are measured by Stylus profilometer

which has a spatial resolution of 0.5 µm [166]. The profilometer has a probe which moves across

a surface acquiring its height In the dark wall mode of operation, at 2.1 A corresponding to

179(10) ◦C, a circular spot of Yb atoms deposited on the glass plate was barely detected by

the Stylus. This temperature is good in agreement with the numerically estimated TC within

its accuracy. Truncated spatial distribution of atoms, as shown in Fig. 3.9(b), clearly indicates

that spot size increases with higher current due to decrease of LC [Fig. 3.6(c)]. Truncation

extends to higher θt with increasing current together with increase of centreline intensity and

the total flux following Eqn. 5.3. Assuming radially symmetric deposition of atoms in a circular

profile, Stylus data along several diametric direction of it were averaged. The relative angular

profiles corresponding to varying currents obtained from measured spatial distributions are

(a) (c)(b) 1 mm

Fig. 3.8: Images of the Yb atoms, deposited on a glass sample, taken from Digital Microscope at (a) 4
A, (b) 3.2 A and (c) 2.3 A, respectively.
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shown in Fig. 3.9(c), which are well described by the distribution function as given in Eqn.

3.11. Steep off axial decrease of atom’s density and truncation as described in Fig. 3.4 are

clearly visible at lower current i. e. longer LC . The fitted values of LH , as given in Eqn. 3.11,

are in agreement with the numerical simulations [Fig. 3.6(d)] considering TC = 175 oC. Figure

3.9(d) depicts experimental θt values obtained from distributions as shown in Fig. 3.9(c) for

varying cold end lengths. The data matches well with the theoretical model following Eqn. 3.2.

This reconfirms that with decreasing LC at higher operating current, θt increases. Pointing

nature of atoms’ distribution towards centre of the spot [Fig. 3.9(b)] matches very well to

the theoretical predictions Fig. 3.4. The minimum spot size produced by our dark wall oven

has 1.2(1)o divergence at 2.3 A and 1.7 V. The corresponding oven temperature 250(10) oC

produces a flux of 7.9 × 109 atoms s−1 that is good enough for most of the experiments where

higher divergence is not tolerable. Figure 3.10 shows the numerically calculated atomic flux

using COMSOL by employing Eqn. 3.5 and those estimated using experimentally obtained
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Fig. 3.9: Measured spatial profiles of Yb spot for: (a) end-to-end heating of the capillary at 2.3 A,
(b)dark wall oven operated at 2.3 A (magenta), 3.2 A (cyan) and 4 A (green). (c) Relative
angular profiles along with the fitted curves. (d) Variation of experimentally obtained truncated
angle values for varying cold end length along with the fitted model.
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Fig. 3.10: Temperature dependence of the atomic flux coming out of the dark wall oven, as estimated
numerically using COMSOL (blue) and using the measured f(θ) distribution function (red).

distribution function. Atomic flux upto a θt can be estimated as,

Fθt = Pvap(T )a
2
√
8kT

∫ θt

0

2π

4kT
√
πm

f(θ)dθ, (3.14)

where 2π arises due to radial symmetry of the distribution. Here, at a particular tempera-

ture T , Pvap(T ) is estimated as shown in Fig. 3.7(a) and fitted function of f(θ) at different

temperatures as shown in Fig. 3.9(c) are used to estimate the atomic flux. In this case, un-

certainties are estimated considering inaccuracies of f(θ), θt and our confidence on estimating

oven temperature. Both the results are comparable to each other within their uncertainties.

3.4. Conclusion

A novel design of a simple dark wall oven is presented which is easy to operate for controlling

the atomic beam divergence by proper choice of the capillary geometry and the contact points

of resistive heating. Modified spatial distribution of atomic flux coming out from the designed
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and developed oven is studied in detail and its high degree of collimation than that of a bright

oven with collimator is obtained. We performed finite element analysis of the oven heating

and atomic flux flow through it, theoretically modelled distribution function of the atomic flux

and verified that via experimental measurements. The measured critical temperature 179(10)
oC at which the atomic flux flow of 171Yb atoms for our oven geometry is negligible to use,

matches well with the numerically simulated value of 175 oC. Also, theoretically obtained

distribution function is well characterized with the experimental observations, as shown for

different operating conditions. Atomic flux as estimated using our measured spatial distribution

of atoms matches to the numerically simulated values. Using a 65 mm capillary of fine diameter

of 0.9 mm including a cold exit end of length 35 mm operating at 2.3 A and 1.7 V, we are

able to generate an atomic beam with minimum divergence of 1.2(1)o corresponding to θ 1
2
=

0.8(1)o. This is better than many other complicated oven designs reported earlier. A dark wall

oven, as described here, with multichannel array could be a way for producing high intensity,

nearly collimated atomic beam.



Chapter 4

An imaging system with sub-micron resolution for

detecting fluorescence from a single trapped ion

Publication: Lakhi Sharma, A. Roy, S. Panja, and S. De, An easy to construct sub-micron

resolution imaging system, Scientific Reports 10, 21796 (2020).

4.1. Introduction

In ion trap experiments, detection technique plays a crucial role in confirming the trapping

of the desired species accompanied with extracting precise information regarding its state and

other characteristics. Most commonly, two types of detection techniques are used: electronic

(destructive) technique and fluorescence (non-destructive) technique. Electronic technique de-

pends on expulsion of trapped ions so that these can be tracked by an external detector whereas

the fluorescence technique relies on interaction of the trapped ions with electromagnetic ra-

diation to monitor the emitted photons. The electronic technique is generally employed in

cases where the trapped species do not have a closed fluorescence cycle or if the fluorescence

wavelength is difficult to be generated and destroys any information related to the tapped sam-

ple. The fluorescence technique, on the other hand, involves detection of the ion’s fluorescence

based on a strong transition and ensures to preserve additional details of the ion. Since, we

are aiming to retrieve information about the trapped sample, we chose the non-destructive

technique. Neutral Yb beam produced by the atomic oven for trap loading needs to be further

ionized by a combination of 399 nm and 369.5 nm lasers, thus preparing them for the trap.

The 369 nm laser which probes the transition 2S1/2 → 2P1/2 of 171Yb+ also aids in cooling the

trapped ion and induces a fluorescence which can be collected for imaging the trapped ion/ions.
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The emitted photons are the main source of information regarding the trapped ion’s dynam-

ics and other parameters like its temperature, heating rate, secular frequency, etc. [212, 213].

For employing the fluorescence detection technique, a high resolution optical system is to be

designed which can improve image quality by correcting the wavefront deformations that are

introduced as the fluorescence photons travel from the source to image plane.

Studying molecular dynamics, many body physics, quantum simulation by detecting indi-

vidual atoms and ions rely on high resolution and minimally aberrated optical system which

can form a magnified image of the object. Such imaging systems are used in fluorescence

microscopy and mass spectroscopy, which gained immense interest particularly for detection

of biological molecules and other chemical compounds. Micron level resolution in such cases

allows direct study of the molecular dynamics [167,168]. Precision spectroscopy for parity non-

conservation (PNC), electric dipole moment, optical clock etc., which uses single atom [169–171]

or ion [172–176], rely on high resolution imaging as the detection technique. Quantum phase

transitions, quantum simulations and quantum information processing (QIP) by using atoms in

an optical lattice or array of ions in an electrodynamic trap demands imaging of the individual

particles.

In particular to the rapidly progressing QIP, (i) scaling up of the qubit and (ii) their

individual addressing are the present challenges for which reading the individual atoms or

ions is important [177]. These applications demand sub-micron resolution for detection of

trapped ions [178–183] and atoms in optical lattices [184–188]. Different approaches, such

as, by measuring the current produced upon impinging of a focussed electron beam on to

the sample [189] and most commonly by setting up of a high quality imaging system are being

used. In the latter case, the signal photons either from fluorescence or from absorption imaging

are collected by different customized optical systems such as micro fabricated Phase Fresnel

lenses (PFLs) or by using high NA diffraction limited objectives. W. Alt reported an objective

with NA 0.29 covering 2.1% of 4π solid angle to detect a single atom in a magneto optical

trap [190]. Y. R. P. Sortais et al. reported imaging with objective of NA 0.5 and magnification

of 25 [191]. K. D. Nelson et al. first reported direct observation of individual atoms in lattice

sites and imaging different lattice planes using a lens of NA 0.55 and magnification 32 [188],

which then became a powerful tool for such systems to study quantum dynamics. M. Karski

et al. reported an objective with NA 0.29 and magnification of 54 to resolve atoms separated

by 433 nm [192]. Using customized lenses and wavefront corrector plate, A. S. Bakr et al.

achieved the highest effective NA 0.8 so far and resolution 0.6 µm, which was pathbreaking for

quantum gas microscopy [193]. For high resolution detection over large volume, A. Jechow et

al. demonstrated use of microfabricated PFLs that obtained NA of 0.64 covering 12% of 4π

solid angle and a magnification of 615±9 [194]. Due to small size, PFLs can be placed close to
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the sample which results to higher NA and they can also be arranged in an array to extend the

viewing region further [179]. J. D. Wong-Campos et al. reported the least aberrated imaging

and NA 0.6 to detect ions confined in a microfabricated trap [181].

A trapped single ion yields about a few hundreds of photons per second. For its detection,

these photons are to be collected and imaged and this calls for a very efficient and high reso-

lution imaging system. Based on experimental requirements, we have therefore designed and

discussed the performance of an easy to construct imaging system using off-the-shelf available

aspheric lenses and aberration corrector plates. The design can be adapted over visible to

near-infrared wavelengths in different applications which require sub-micron spatial resolution

and high quality images. Section 4.2 describes details of the design of the imaging system and

related parameters which define its performance while the results and associated discussions

are presented in Section 4.3.

4.2. Design of the lens system

This section discusses the process of lens design, experimental constraints, various parameters

to be studied based upon which the best suitable design will be opted and the tolerancing

analysis.

4.2.1 Aberration theory

The wavefronts propagating with photons get deformed due to inhomogeneous refractive index

of the medium. As a result, the quality of image formed by an optical system is degraded.

This can be minimized, if not eliminated [195], by proper choices of lenses and optimization

of the design parameters. For quantitative analysis, let’s consider (y, z) and (Y, Z) as the

coordinates for exit pupil and its image, respectively, while the source is at the origin and the

imaging system is along the x axis, as illustrated in Fig. 4.1. Introducing polar coordinates

(ρ, θ) and (r, ϕ) in the exit pupil and image planes, respectively, the wave aberration W (h, ρ, θ)

at the exit pupil for a rotationally symmetric optical system in its image plane (yz plane), can

be written as [196,197]:

W (h, ρ, θ) =
∑

j,m,n

Wklmhkρl cosm θ, (4.1)
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Fig. 4.1: A wave from a point at a distance h from the origin in the object plane is incident on the
entrance pupil from which it then propagates through an optical system towards the exit
pupil. The entrance pupil, exit pupil and the image point are referred to by (ye, ze), (y, z) and
(Y,Z), respectively.

where aperture size ρ =
√

y2 + z2, θ is the azimuthal angle in the pupil plane, h is the image

height, j, k, l, m, n are integers satisfying the condition k = 2j +m, l = 2n+m and Wklm are

the aberration coefficients. Upon expanding Eqn. (4.1), the terms associated to coefficients

W200, W111 and W020 represent piston, tilt and defocus, respectively, which do not contribute

in case of monochromatic light source. Terms associated to W040, W131, W222, W220 and

W311 represent Seidel aberrations such as spherical, coma, astigmatism, field curvature and

distortion, respectively and the remaining represents higher order distortions [196]. In case

of monochromatic photons emitted by a point source located close to the imaging axis, coma

and astigmatism do not play major role. Spherical aberration results from meridional rays

failing to follow paraxial approximation. It dominates in case of imaging fluorescence that is

isotropically emitted in all directions, hence Eqn. (4.1) simplifies to

W (ρ) =

p∑

n=2

W02n0ρ
2n, (4.2)

where k = 0, l = 2n,m = 0 and p and n are integers. The spatial profile of an image corre-

sponding to a point source is given by the PSF as

S(r, ϕ) = A(r, ϕ)A∗(r, ϕ), (4.3)
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which is in the form of an Airy pattern for a nearly perfect optical system, which is actually

the Fraunhofer diffraction pattern obtained for a circula rpupil [198]. Here, A and A∗ are

amplitude distribution of the image and its complex conjugate, respectively. The deformation

of amplitude distribution during propagation can be obtained from pupil function as,

P (ρ, θ) = E(ρ, θ) exp
[
ikW (ρ)

]
, (4.4)

where k is the wave vector and E(ρ, θ) is the transmittance amplitude of the optical system.

Hence, the amplitude distribution is,

A(r, ϕ) ≈ C

∫ 2π

0

∫ 1

0
P (ρ, θ) exp

[
− iρβ cos(θ − ϕ)

]
ρdρdθ, (4.5)

with β = πr
λF and C = −i

4λF 2 exp

(
ik r2

rW

)
, where r =

√
Y 2 + Z2, λ is photon’s wavelength,

F is effective focal number and rW is radius of curvature of the wavefront at the exit pupil.

Considering fully transmissive pupil i.e. E(ρ, θ) = 1 and using Eqns. (4.4, 4.5), the PSF reduces

to [196,197,199]

S(r, λ, F ) ≈ π

λ2F 2

∣∣∣∣V0 + ikV1 −
k2

2
V2

∣∣∣∣
2

, (4.6)

where,

V0 = 2

∫ 1

0
J0(βρ)ρdρ = 2

J1(β)

β
,

V1 = 2

∫ 1

0
W (ρ)J0(βρ)ρdρ,

V2 = 2

∫ 1

0
W 2(ρ)J0(βρ)ρdρ,

where J0 and J1 are Bessel functions of first kind of order 0 and 1, respectively. The normalized

PSF reduces to

S(r, λ, F ) ≈ V 2
0 − k2(V0V2 − V 2

1 ) + 0.25k4V 2
2 , (4.7)

which we shall use throughout this chapter. Here, the term V 2
0 represents ideal Airy pattern for

an aberration free optical system whereas the remaining terms are associated with the optical

system being affected by spherical aberration of higher orders.
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4.2.2 Methodology

Probable solution to minimization of aberrations is to design the optics in such a way that

one lens or combination of lenses corrects or lessens the distorted wavefronts created by an-

other. The Optics Software for Layout and Optimization (OSLO) has been used for design

optimization of the imaging system. It is capable of performing ray tracing and estimating

the mentioned quality assurance parameters of an optical assembly upon proper feeding of its

components [200]. OSLO considers upto 7th order of W (ρ) as given in Eqn. (4.2) for its anal-

ysis using sequential ray tracing method [200]. Using OSLO, different combinations of lenses

are iteratively altered and checked for best performance based on certain optical excellence

deciding parameters which specify characteristics of an imaging system.

Our aim is to find optical solution to image a single Ytterbium ion (Yb+) which is a point

like source emitting fluorescence at wavelength 369.5 nm. The imaging system for such cases

should have efficient fluorescence collection, adequate resolution lR and magnification M to

distinguish individual ions and minimized aberration. Here, we consider transverse spherical

aberration (SA) owing to the fact that all rays fall within the magnified image eventhough

longitudinally they are not focussed at a single point. The resolution should be either same as

object size or more preferably lesser than that or else two objects will appear as one. Other

than SA, Strehl ratio SR and root mean square wavefront deformation σ are some of the

parameters to be taken care of. SR is the ratio of illumination at the center of the Airy disk

for an aberrated system to that for its corresponding perfect system and it is related to σ

following [201–204],

SR = exp(−2πσ)2, (4.8)

which can be approximated to SR = 1 − (2πσ)2 for diffraction limited optics. For resolving

two ions, diameter of central spot of the image Aimage which reduces to Airy disc diameter AD

for a nearly perfect image should follow

Aimage < lR ×M, (4.9)

so that images do not overlap. Following the Maréchal’s Strehl approximation [205], SR ≥ 0.8

is acceptable, which corresponds to σ ≤ λ/14. Thus, the optics of surface roughness ≃ λ/20

are recommended for constructing the imaging system. Positioning the collection lens nearer

to the source ensures larger NA and hence enhances fluorescence collection, but that freedom

is limited by available geometry which in our experiment is 31.5 mm to avoid any obstruction

with incoming laser beams. In an ensemble of N trapped ions, minimum separation between
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two consecutive central ions is [206],

l◦ =

(
e2

4πϵ◦mω2
s

) 1
3 2.018

N0.559
, (4.10)

where e, ϵ◦, m and ωs are the electron charge, free space permittivity, mass of the ion and

secular frequency, respectively. The minimum separation between two species that can be

resolved by a lens system is lR = 0.61λ/NA. In case of five ions confined in our Paul trap

geometry [?, 207], as an example, l◦ = 1.4 µm that demands NA ≥ 0.16 and as per Nyquist

criterion, a magnification ≥ 11 for a pixel size of 8 µm × 8 µm [208].

4.2.3 Design

The schematic of imaging system(s) considered in our analysis is shown in Fig. 4.2. An aspheric

lens L◦ of focal length f◦ = 40 mm and 25.4 mm diameter is placed inside the vacuum chamber

at a working distance X◦ = 31.6 mm from the source. It collects 2.8% of the fluorescence,

covering 0.36 sr solid angle and nearly collimates them towards the chamber window. This is

followed by an objective Oi outside the vacuum chamber, where i represents different variants,

which forms an intermediate image of Aimage = 1.3 µm at a distance X2 from the window. The

magnifier Mi is placed at a spacing X3 from the intermediate image, which forms a magnified

image on the charge coupled detector (CCD) (Model: Andor iXon Ultra 897) at a distance X4

from it. After the magnifier, we use a flip mirror to route the fluorescence either towards a

Photo Multiplier Tube (PMT) (Model: Hamamatsu C8855-01) or to the CCD. In both cases,

it passes through an appropriate bandpass filter to transmit the desired wavelength. Distances

between source and L◦; and Oi to Mi are critical to form the best image. An iris mounted on a

YZ translation stage is placed after the viewport to obstruct the unwanted photons scattered

from surface of the vacuum chamber and knife edges. Another precision iris is mounted on

a three axes translation stage and placed at the intermediate image position for its spatial

isolation from others. A third iris mounted on YZ translation stage is placed immediately after

Oi for second stage elimination of scattered photons that is useful for optical alignment of the

imaging system as well.

4.3. Results and Discussions

This section discusses the design and performance of lens systems based on OSLO simulations

along with detailed description of specifications of system chosen for our experiment.
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Fig. 4.2: Schematic of the imaging system considering a variety of objectives O1 - O4 and magnifiers M1
- M5. Lenses and wavefront corrector plates (WCP) are indicated as Li and Pi, respectively,
where i is their numbers. The collection lens L◦, and optics in objective, magnifier are of
standard 25 mm and 50 mm diameter, respectively. For the L◦-O1-M1 combination, indicated
length scales are X◦ = 31.6 mm, X1 = 60.4 mm, X2 = 58.2 mm, X3 = 34 mm and X4 = 4154
mm.

4.3.1 Choosing the desirable lens system

In this section, we discuss performances of different imaging systems that we have studied.

Table 4.1 lists values of parameters that we obtained for different objectives and magnifiers

along with simulated ion images. Throughout our analysis, the collection lens L◦ of f◦ = 40

mm, its position X◦ = 31.6 mm and λ = 369.5 nm is fixed. To resolve the species, the imaging

system should satisfy in-situ interspecies separation l◦ ≫ SA at the intermediate image and

l◦ ×M > SA, (4.11)

at the final image. Among the different objectives, O1 and O2 satisfy Maréchal’s criterion [205]

and have σ, lR and SA values within the acceptable range. With the available commercial lenses,

O3 gives a better resolution and an acceptable SA but SR = 0.74 does not satisfy Maréchal’s



4.3 Results and Discussions 65

criterion. O4 does not minimize SA to the acceptable limit, results to a poor SR and has a

low resolving power. The resultant SR and SA for all twenty combinations between objective-

magnifier pairs are shown in Fig. 4.3(a,b), respectively. Combination of O1 with M1, M2, M3,

M4 and O2 with M1, M4 results to SR > 0.8, among them O1-M1 gives the best results with SR

= 0.92, lR = 0.68 µm and a diffraction limited performance over M = 73 to 238; whereas O2-M1

with SR = 0.87 and lR = 0.7 µm is also a probable choice but offers a comparatively lower

magnification ranging from 51 to 65. For our experiment, we opt for O1-M1 combination which

consists of only one aspheric lens together with two +1λ spherical aberration compensation

plates, making the imaging system simple to construct. Using off-the-shelf SA corrector plates

enhances the performance of the system, thus producing better images. The results presented

in this section are corresponding to the L◦-O1-M1 system. The component and air spacing

details of the system is catalogued in Table 4.2. Estimated photon transfer efficiency due to

reflections from its multiple optical surfaces without any band-pass filter is 0.91 and on passing

through a 370 ± 2 nm commercial bandpass filter with 25% transmissivity is 0.23.

4.3.2 Optical performance of Lo-O1-M1 system

Figure 4.4(a) shows PSF as simulated using OSLO and compares it to the theoretical calculation

following Eqn. (4.7) for the Lo-O1-M1 system, where the aberration cofficients as given in Eqn.

(4.2) are obtained from OSLO. This gives confidence to understand the imaging system and
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Fig. 4.3: (a) Strehl ratio (SR) and (b) spherical aberration (SA) for all possible combinations of objec-
tives (O1 - O4) and magnifiers (M1 - M5) those we have studied.
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Tab. 4.1: Estimated values of parameters for different lens combinations that we studied, where the
magnifiers in conjunction with O1 are shown here. Abbreviations are Asp: asphere, WCP:
Wavefront corrector plate, Ach: achromat, and PC: plano convex lens.

Objective Aimage SR SA lR Image

[f in mm] (µm) (µm) (µm) (2.5×2.5) µm2

O1: 1 Asp [50],
2 WCP

1.3(2) 0.93(1) 0.7(1) 0.68(3)

O2: 1 Asp [60],
1 Ach [100]

1.2(1) 0.84(3) 0.7(1) 0.71(1)

O3: 1 Asp [100],
1 Asp [60]

1.2(3) 0.74(3) 0.7(1) 0.67(3)

O4: 1 Ach [100],
1 WCP

1.8(5) 0.59(5) 2.4(3) 1.9(1)

Magnifier Aimage SR SA M Image

[f in mm] (mm) (mm) (0.5×0.5) mm2

M1: 1 Asp [37.5],
1 WCP

0.06(3) 0.92(2) 0.05(1) 110(4)

M2: 1 Asp [50],
1 Asp [60]
1 PC [500]

0.01(1) 0.91(1) 0.02(1) 15(1)

M3: 1 Asp [50],
1 Asp [60]

0.04(3) 0.89(1) 0.04(3) 62(2)

M4: 1 Asp [37.5],
1 PC [125]

0.07(3) 0.81(1) 0.05(3) 77(3)

M5: 1 Asp [60],
1 Ach [100]

0.03(2) 0.76(2) 0.03(1) 33(1)

thereby helps to model a measurable PSF for a real case. PSF in the intermediate image plane

is also shown, which has Aimage = 1.3 µm. The insets show the corresponding ion images

obtained by simulation. Considering Yb ion as the source, the L◦-O1-M1 system diffracts 77%

of the total collected photons into the central Airy disc. Figure 4.4(b) shows tunability of M1

to vary magnification of the final image and corresponding SR and SA. Mounting the magnifier

on a precision translation stage is required to tune its position at micron accuracy across its

focus fL3. Tunability of 600 µm across fL3 varies the magnification from 73 to 238 within the

acceptable SR and SA, beyond that focussing of marginal and axial rays do not coincide, which

results into greater SA and hence poorer quality, as shown in the insets of the figure.
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Tab. 4.2: Specifications of the L◦-O1-M1 lens system

Optics Surface Radius Spacing Component Material

No. (mm) (mm) (Placement)

1 ∞ 8.0 AFL-25-40 CROWN
L◦

2 -19.7 43.7 (Asphericon) (Vacuum)

3 ∞ 1.5 VPZ38SVAR-NM Sapphire
Window

4 ∞ 0 (Torr Scientific) (Air)

5 30.8 19.4 66316 LBAL35
L1of O1

6 -500.0 0 (Edmund Optics) (Air)

7 ∞ 4.0 66765 NBK7
P1 of O1

8 ∞ 0 (Edmund Optics) (Air)

9 ∞ 4.0 66765 NBK7
P2 of O1

10 ∞ 65.5 (Edmund Optics) (Air)

11 ∞ 4.0 66765 NBK7
P3 of M1

12 ∞ 0 (Edmund Optics) (Air)

13 ∞ 19.4 69144 LBAL35
L2 of M1

14 -29.4 4.2 × 103 (Edmund Optics) (Air)

Depth of Field (DOF) and Field of View (FOV) are the acceptable radial and axial ranges

(with respect to trap’s axis i.e. z-axis), respectively, over which images with SR ≥ 0.8 are

formed [209]. These also determine number of trapped species which can be imaged at a time.

In case of 19 ions trapped along a particular direction, lo = 0.69 µm for our trap conditions, and

hence they can be resolved as lR = 0.68 µm. Considering this, we show planar visualisation with

simulated images of 19 ions in our trap in Fig. 4.5(a,c) for radial and axial planes, respectively.

Figure 4.5(b,d) show SR and SA corresponding to these images and indicate DOF and FOV.

Actual spacing between consecutive ions is considered in this analysis, which increases as they

are further away from the radio-frequency nullpoint of the trap (trap centre). That together
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with source at out of focus results to steep change in SR and SA for the ions away from the

trap centre. The L◦-O1 combination gives a DOF of 280 µm and FOV of 94 µm, whereas in

conjunction with the magnifier these values reduce to 142 µm and 56 µm, respectively.

4.3.3 Fabrication tolerance

The performance discussed is for the nominal system but the fabrication tolerance is also to

be taken into account. The Peak-to-Valley (P-V) optical path difference (OPD) corresponding

to an SR of 0.8 is 0.25 waves. The P-V OPD for the system, OPDs as obtained from the

simulation is 0.19 waves; hence, to satisfy Maréchal’s criterion, the P-V OPD from fabrication

tolerance, OPDt should be ≤ 0.16 waves. We determined the overall fabrication tolerance of

the system considering different sources and their contributions within bracket are as: radius

of curvature (0.022 λ), surface irregularity (0.002 λ), element thickness/ air space (0.116 λ),

refractive index (0.085 λ) and surface tilt (5 × 10−5 λ), which results to OPDt = 0.14 waves.

This results to an effective OPDtotal =
√
OPD2

s +OPD2
t = 0.24 waves that corresponds to SR

of 0.83 which is well within the limit. Apart from this, we have also calculated the allowable

decenter and tilt tolerances for the 2 inch optics assembly to be mounted in optics tube. To

maintain an SR ≥ 0.8, estimated tolerances in decentration and tilt are ≤ 450 µm and ≤ 0.22◦,

respectively.
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Fig. 4.4: (a) Point spread functions (PSF) simulated by OSLO (blue), and calculated from analytical
relation (filled with cyan) at the final image of the L◦-O1-M1 combination. The PSF at the
intermediate image plane (red) is shown for comparison. (b) Variations of SR (blue) and SA
(purple) due to deviation of magnifier M1 from its ideal position i.e. X3 = fL3 is shown, which
tunes the magnification. Images are shown in the insets for at a glance quality comparison.
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Fig. 4.5: Images of trapped ions on (a) xy (c) yz planes. Corresponding variation of SR and SA as the
ion’s position deviates from best focus. Depth of field (DOF) and Field of View (FOV) are
indicated.

4.3.4 Mounting

Proper mounting of the lens assembly is crucial to ensure shielding of the optics from scattered

light, easy change in distance between the optics whenever required and minimized aberration

by aligning the outcoming beam to be parallel to the optic axis. Figure 4.6 shows an illustration

of the mounting scheme. A lens tube with rotating optic adjustment (SM2V15, Thorlabs) is

used for housing the objective O1 and magnifier M1. The adjustable part helps in tuning the

optics position. The iris is mounted on an XYZ translation mount (LP-2A-XYZ, Newport) in

between two bellow tubes (SM2B45, Thorlabs) to allow adjustment of the iris position. Simple

2 inch lens tubes are used for further extensions to PMT (HH8259, Hamamatsu) and EMCCD
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(Ixon Ultra 897, Andor). A right angle mirror is installed in a beam turning cube mount

(DFM1-M01, Thorlabs) to direct the collected light to PMT whenever required. The PMT is

mounted on an in-house designed mount as shown in Fig. 4.7. For mounting all the tubes,

SM2TC clamps from Thorlabs are used.

4.3.5 Method for performance analysis

Prior to using the optimized final lens assembly in the experiment, we decided to carry out an

experimental analysis of a simple test setup in order to evaluate the consistency of the imaging

properties of the lens assembly with OSLO simulations. Performance of a lens system can be

determined experimentally using test targets such as the USAF 1951 target (shown in Fig.

4.8(d) which consists of black and white line pairs of different sizes. These line pairs form an

element E and many elements collectively form a group G. To find the resolution of an imaging

system using the USAF target, the elements of the target is imaged with light of the desired

wavelength onto a detector using the lens combination. In this way, the best visual resolution

that can be obtained is identified. If at best, the system can resolve element E of group G,

then resolution of the system in lp/mm (line pairs/mm) is given by,

lR = 2G+E−1
6 . (4.12)

The test set-up we chose consists of an aspheric lens of focal length 25 mm spaced 17.8 mm

apart from the resolution target, followed by a biconvex lens of focal length 500 mm for further

magnification. As per OSLO simulations, numerical aperture of the objective lens is 0.4 which
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Fig. 4.6: A 3D drawing showing the planned scheme for mounting the lens assembly with appropriate
optics tube and accessories for easy position adjustment to avoid misalignment.
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Fig. 4.7: SolidWorks drawing of the (a) front and (b) rear view of the PMT mount. The 2 inch circular
grooving at front side is to hold a SM2 lens tube. The holes at the front and bottom planes
are to secure the PMT and the optics post.

at a working wavelength of 780 nm gives a resolution of 1.18(3)µm. The lens system and the

simulation parameters are shown in Fig. 4.8(a-c). The images obtained from the Web Camera

(C525, Logitech) are presented in Fig. 4.8(e) illustrating that it could clearly resolve each set

of six elements of groups 1 to 6 and the first element of group 7 of the target using which as per

Eqn. (4.12) gives a resolution of 128 lp/mm, i.e. 7.8 µm. The remaining elements of Group 7

are visible but blurred and so not clearly resolvable. The probable reasons behind the error in

result is the poor image quality arising due to chromatic aberration from white light added up

by wavefront distortion caused by the extra lens mounted on the detector.

4.4. Advantages of Lo-O1-M1 system

The position of aspheric lens L◦ cannot be optimized or altered during the experiment as it

is placed inside the UHV chamber. Deviation of X◦ from fL◦ occurring due to inaccurate

positioning of L◦ or shifting of the trap centre will lead to a poor image quality and hence

difficulty in detecting trapped ion/ions. Since L◦ is inaccessible on regular basis, we studied

dynamic range of its position over which SA and SR can be corrected by the external objective-

magnifier combination. Figure 4.9(a) shows the change of SR and SA due to deviation of X◦

from fL◦ and their post corrected values incorporated by tuning distance between O1-M1. We

found, SA and SR can be significantly corrected for deviation of X◦ - fL◦ from -0.4 mm to

2.6 mm, which is better than the other objective-magnifier combinations. Thus, the designed

optical system allows for correcting the image even if the collection lens is displaced by its best
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position. Additionally, we show that on optimization of X◦ and X3, the described imaging

system gives favorable results for SR and SA at different wavelengths covering from visible to

near infrared corresponding to the elements Yb+, Ra+, Ca+, Sr+, Sr, Ba+, Lu+ and Cs; the

result is displayed in Fig. 4.9(b). Values of other parameters describing the optical performance

are stated in Table 4.3. Values of σ < 0.07λ in all cases and a good magnification range confirms

an acceptable performance of the system for a variety of wavelengths. Hence, the design can

be adapted for applications other than Yb+ as well.

(b)(a)

Fig. 4.9: (a) Change in SR (green empty circle) and SA (blue empty circle) values of the images due to
inaccurate positioning of the collection lens L◦ with respect to its focus fL◦ . Corresponding
SR (green full circle) and SA (blue full circle) after incorporating corrections by tuning the
magnifier’s position are also shown. (b) SR and SA at different wavelengths (corresponding to
different species), e.g., 369.5 nm (Yb+), 382 nm (Ra+), 397 nm (Ca+), 422 nm (Sr+), 461 nm
(Sr), 493.5 nm (Ba+), 646 nm (Lu+) and 852 nm (Cs).

Tab. 4.3: Estimated values of various optical excellence parameters obtained using OSLO for wave-
lengths corresponding to different atom/ion species.

λ Species σ lR X◦ M FOV

(nm) (λ) (µm) (mm) (µm)

369.5 Yb+ 0.042(2) 0.68(3) 31.60(1) 73(1) - 238(3) 56(2)

382 Ra+ 0.039(2) 0.71(1) 31.81(1) 72(1) - 289(3) 58(2)

397 Ca+ 0.034(1) 0.74(1) 31.99(3) 65(1) - 243(2) 62(2)

422 Sr+ 0.029(3) 0.79(1) 32.28(3) 62(2) - 311(1) 66(2)

461 Sr 0.023(1) 0.87(1) 32.61(1) 56(3) - 310(1) 74(3)

493.5 Ba+ 0.019(2) 0.94(3) 32.82(2) 52(1) - 328(5) 78(2)

646 Lu+ 0.011(1) 1.25(3) 33.45(3) 45(3) - 982(7) 99(3)

852 Cs 0.006(1) 1.67(2) 33.87(3) 38(4) - 1192(9) 128(3)
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4.5. Applications of an imaging system

The PSF being the image of a point source carries information related to the wavefronts

forming the image as well as various dynamics of the source itself. It therefore not only aids in

analysing the resulting aberration but helps in characterization of the trapped sample as well.

PSF gives information on temperature of trapped ion, its heating rate, and monitoring the PSF

helps in monitoring ion’s position for efficient cooling, determination of secular frequency and

identification of other trapped Yb isotopes [212–214]. In this regard, we have made a different

and very simple approach to temperature determination based on PSF analysis.

4.5.1 Spatial thermometry of ions

Let us consider an ion of mass m confined along the z axis in a harmonic potential. The

trapped ion exhibits a harmonic oscillation (called secular motion) at frequency ωs (called

secular frequency), which is typically thermal i.e., the ion’s kinetic energy is characterized by

its temperature T . Hence, amplitude of this motion or the spatial spread, 2As is proportional

As = 0
As = 0.001 mm
As = 0.01 mm
As = 0.03 mm
As = 0.04 mm

Fig. 4.10: Broadening of point spread function as modelled for different spatial extents resulting from
ion’s thermal motion.
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to
√
T . Thus, ion’s temperature can be determined from accurate measurement of its spatial

occupancy with the help of a high resolution imaging system. The intensity distribution of

the acquired image integrated over a certain duration >> τ will be broadened than the PSF

of a stationary point source (given by Eq. (4.6)) due to dynamicity of ion’s position. Thus,

instead of recording an ideal PSF, the detectors record a spatially broadened PSF similar to

the sum of PSFs, as if a linear chain of ions were trapped. Based on this simplest assumption,

we can consider an alternative approach for modelling the measurable distribution function in

terms of A, i.e. a modified PSF. For this, we are considering the sum of PSFs for n number of

trapped ions. Hence, the modified PSF for a single ion getting displaced to A from its mean

position due to its temperature T can be written as,

S(r, λ, F,A) =

A∑

n=−A

S(r + n, λ, F ). (4.13)

Distribution of the modified PSF is shown in Fig. 4.10 where the effect of secular motion is

depicted by its broadening.

4.6. Conclusion

The design criteria together with its detailed performance of an easy to build imaging system

that can resolve particles at sub-micron level is investigated among a wide variety in this chap-

ter. The finally opted lens system consists of standard catalog optics: aspheres and aberration

corrector plates which makes the system user friendly. In comparison to designs from previous

works those use multiple lenses, we achieved higher NA of 0.33 with only one asphere and two

corrector plates. The system is advantageous as the image quality due to the axial misalign-

ment of the collection lens by -0.4 mm to +2.6 mm can be corrected by readjustment in the

later optics. The diffraction limited optics is able to recollect 77% photons to the central disc

within a solid angle of 0.36 sr and produce images upto ×238 magnification for the objects

that are separated by as minimum as 0.68 µm with minimum spherical aberrations. Multiple

particles confined within the trapping potential can be detected by this system as it has depth

of field and field of view of 142 µm and 56 µm, respectively. Acceptable values of decentration

and tilt in the optical system are ≤ 450 µm and ≤ 0.22◦. The imaging system with the said

specifications is therefore suitable for detecting a single trapped Yb+ ion. In addition, the

system is usable over wider wavelength range thus making it suitable to be opt for similar

experiments too.
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Chapter 5

Frequency stabilization of a diode laser to a

hyperfine transition of molecular iodine for trapped

Yb ion

Publication: Lakhi Sharma, A. Roy, S. Panja, and S. De, Saturated Absorption Spectroscopy

of Molecular Iodine for frequency stabilization of 739 nm laser, Conference Proceedings of 8th

Topical conference on Atomic and Molecular Collisions for Plasma Applications, IIT Rorkee

(2020).

5.1. Introduction

The over all expansive experimental setup for building an optical frequency standard based on

the interrogation of 4f146s 2S1/2|F = 0,mF = 0> → 4f136s2 2F7/2|F = 3,mF = 0> transition of

a trapped single Yb-171 ion at 467 nm, has already been described in the previous chapters.

A total of five lasers at wavelengths around 399 nm, 369.5 nm, 760 nm, 935 nm and 467 nm

for probing transitions related to photoionization, cooling, repumping and clock state probing,

are indispensable for its realization. External Cavity Diode Lasers (ECDL) are capable of

providing linewidths of about tens to hundreds of kHz with excellent frequency stabilities.

They are therefore expected to work over long period of time with frequency precision of tens

of MHz, however, their output frequencies drift hundreds of MHz from a desired setpoint or

resonance point within a few hours. On a longer time scale, frequency drifts are susceptible

to ambient condition variation such as, thermal drift resulting from numerous causes, such

as, nearby power supplies, heating ovens, lab temperature fluctuations, etc. Another probable

cause is mechanical drifts like misalignment of optics or other parts within the laser enclosure

with time. Such drifts are inadmissible in high-precision frequency measurement based optical

clock experiment as the quality of the developed clock is destined by stability of the lasers
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employed in interrogating the various transitions. Stable frequencies ensure good repeatability

of the measurands and good statistical analysis. Such a state-of-the-art experiment demands

accurate and precise regulation of all its components, hence, all the involved lasers need to be

stabilized in the frequency domain so that desired transitions are probed effectively.

Frequency stabilization of lasers is consequently a stringent pre-requisite to perform high

resolution spectroscopy in most of today’s metrology and other precision based experiments.

A significant advancement has indeed been achieved in this field and at present, several tech-

niques for locking laser’s frequency are attainable. One of the locking techniques is based on

frequency stabilization with respect to a reference atomic/molecular transition. In this re-

gard, most commonly used method is locking with respect to a Doppler free peak obtained by

saturated absorption spectroscopy (SAS) of an atomic/molecular transition [215–217]. This

technique comes with the disadvantage of non-availability of a reference atomic transition fre-

quency at exactly desired setpoint to be locked or inadequacy of atomic vapor cell for certain

elements. Another widespread technique is frequency locking to a high finesse and highly stable

Fabry-Perot cavity [115, 218, 219] locked to another laser stabilized with respect to an atomic

reference, by virtue of the Pound-Drever-Hall frequency stabilization scheme [221, 222]. This

is known as transfer cavity technique and can be used for locking multiple lasers simultane-

ously [89]. It can also be utilized when no atomic reference line for desired laser frequency

is accessible. Lasers are also stabilized using a high-finesse ultra-low expansion (ULE) opti-

cal cavity placed in ultra-high vacuum [220]. Commercially available wavelength meters are

also an approach in this field and are in use in various spectroscopic, trapping and cooling

experiments [223–225]. Furthermore, optical frequency combs provide accurate reference for

optical frequencies, specifically in cases where signal-to-noise ratio is too low to employ any

other method [226, 227]. Choice of a locking technique depends on experimental demand for

level of accuracy. As for example, precision spectroscopy or high accuracy metrology related

experiments demand relative frequency instabilities of 10−15 or below whereas other agenda

such as atomic spectroscopy or atom cooling can be performed with laser frequencies of short-

term instabilities ≤ 10−10. In our experiment, photoionizing laser at 399 nm is required for a

short time to probe the strong dipole transition of linewidth of tens of MHz. ECDL used for

this purpose has a low short-term instability and so its frequency is locked using a wavelength

meter. The cooling laser at 369.5 nm laser, on the other hand, which is achieved through

frequency doubling of 739 nm, is employed to probe the 2S1/2 → 2P1/2 transition of natural

linewidth of 19.6 MHz [228] for ion cooling. Hence, it is used for a longer time and along with

its shifted frequencies, it is also used for imaging, optical pumping, state preparation, studying

ion dynamics, etc. A long-term frequency stability of the cooling laser is therefore essential and

is achieved by frequency stabilization with respect to an atomic reference. The re-pump lasers

are vital for conserving ion’s presence within the cooling cycle and hence has to function for a
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longer time. To achieve this, stability of locked cooling laser is transferred to a transfer cavity

with respect to which the repump lasers are then stabilized. The clock transition of linewidth

3 nHz is to be interrogated with a laser of ultra-narrow linewidth and ultrastable frequency;

and so, the clock laser is stabilized to a ULE cavity which gives sub-Hz linewidth. This chapter

discusses locking of the cooling laser via stabilization of its fundamental frequency at 739 nm

using SAS technique.

5.2. Theory

Let us consider a laser beam propagating along z direction through a vapor cell of length L

and population density n and consisting of two-level atoms with ω◦ as the central frequency

of a transition with Ei and Ef as the initial and final energy states. A photon emitted in a

transition from this level to the ground state will have a range of possible frequencies, ∆ω.

If γ◦ be the natural linewidth of the transition, then the absorption line has a Lorentzian

profile. However, in reality, the obtained profile is broadened due to factors such as Doppler

velocities of the atoms, power of the laser beam, collisions (elastic and non-elastic) between

atoms, etc. Most dominant one is the Doppler broadening and all such broadenings affect

precision measurements. Consider atoms traversing along z-axis of the cell with velocity vz.

Due to relative motion with respect to incoming laser beam, a moving entity sees Doppler

shifted light. Depending on whether it is moving along or opposite to the beam direction,

its absorption frequency ωa in the laboratory frame either increases or decreases by ω◦vz/c,

respectively. This results in Doppler broadening of Lorentzian lineshape and such broadening

affects the resolution of spectroscopy we wish to perform to stabilize the laser’s frequency with

respect to an atomic line. To minimize the Doppler effects, Saturated Absorption Spectroscopy

(SAS) is employed or in other word, we perform velocity selection. A counterpropagating pair

of laser beams, one more intense (pump beam) than the other (probe beam) but of the same

frequency are allowed to interact with the molecules of the vapor cell, while being swept over a

frequency range including ω◦. Both probe and pump beams will interact with the gas molecules

over a certain velocity range. The overlap between these two velocity ranges gives a subset of

molecules which will interact with both the beams. The pump beam being more intense will

excite a greater population of these molecules leaving them unavailable for the probe beam to

interact with. The Doppler broadened absorption signal will therefore encounter Doppler free

dips corresponding to this velocity class range. Thus, instead of locking a laser’s frequency to

an absorption spectrum of some hundreds of MHz, it can be stabilized with respect to that of

a few tens of MHz.
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Fig. 5.1: Absorption Spectra of hyperfine transitions of molecular iodine from 739.03 nm to 739.06
nm at 450 ◦C. Difference in frequencies between the desired setpoint and available hyperfine
transition is shown.

The 369.526 nm laser used primarily for imaging purpose and for cooling the trapped ion by

probing 2S1/2 → 2P1/2 is produced by generating the second harmonic of a 739.052 nm laser.

Stabilization of the 739.052 nm laser will subsequently lead to locking of 369.526 nm. Iodine

molecule is the most frequently used species for reference absorption lines as these have been

extensively studied by various groups [229–234]. It has densely populated, narrow absorption

lines extensively ranging from visible to near infrared region [234, 235] as can be seen in Fig.

5.1. As is discernible from Fig. 5.1, the iodine spectrum consists of an absorption line at

405654 GHz corresponding to 739.033 nm which is 10 GHz away from the frequency of our

interest [236]. Hence, by coupling the cooling laser to an electro-optical modulator (EOM), an

offset of 10 GHz can be employed to shift it to 739.033 nm for its further locking with respect

to SAS of iodine. The resonance lines of iodine around 739 nm are a result of R(78) (1-11) line

which is a hot band transition implying transition from a non-ground vibrational level. As per

Boltzmann distribution, at any temperature T , population at an upper state nu is given by,

nu = exp

(
−∆E

kBT

)
nl, (5.1)

where kB, nl and ∆E are Boltzmann constant, lower state and separation between the energy
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levels, respectively. This implies that only the ground state is heavily populated at room tem-

perature. So, at lower temperatures, hot transitions have negligible or lower signal intensities.

It is therefore necessary to heat the iodine cell to about 500 ◦C to sufficiently populate the

desired higher vibrational level to achieve appreciable signal intensity [242].

As the Doppler free signals which we are trying to detect are a result of temperature-

dependent transition, resulting signal is weak. For its effective detection, we plan to perform

Modulation Transfer Spectroscopy (MTS) gives derivative of saturation absorption signals with

better signal to noise ratio [237–240]. In this method, the frequency of pump beam is modu-

lated whereas that of probe remains unmodulated. Their interaction in the cell transfers the

frequency modulated sidebands to the probe beam [237]. After modulation, a phase sensitive

detector or a Lock-in amplifier is used to demodulate the photodiode signal [241]. The signal

is first smoothened by a band pass filter which removes the low frequency terms. This signal

is passed through a mixer where it gets multiplied to a reference signal of frequency same as

that of the high frequency modulation and then passed through a low pass filter to cutoff high

frequency noises.

5.3. Experimental setup

In this section, the arrangements for carrying out the experiment and optimizing the desired

signal will be discussed. The successful establishment and success of the SAS experiment

involves optics for spectroscopy part and electronics for signal detection.

5.3.1 Setting up the Iodine cell

The iodine cell used in our experiment is bought from Precision Glassblowing and has a path

length of 30 cm, an optical diameter of 25 mm with fused silica Brewster’s angle windows and a

15 cm long cold finger at the rear end of the cell. Any polarized light entering the cell is perfectly

transmitted owing to the windows tapered at Brewster’s angle. Both silica and quartz possess

high melting points and so can bear being heated to higher temperatures. However, to avoid

any damages it is advisable not to heat them beyond 750 ◦C. The iodine cell is first wrapped

around with a fiber glass insulated heat tape (Model No. FGS052-060, Omega) followed by

numerous layers of aluminium foil and glass wool as is shown in Fig. 5.2(a,b). These layers

ensure uniform heating of the cell as uneven heating would result rupture in the cell. The glass

wool used for wounding the cell is an insulating material made from fiber glass and has many
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Iodine Glass Cell Heat Tape

Cold Finger

(a) (b)

Fig. 5.2: Arrangement for heating the Iodine cell: (a) Iodine cell with the cold finger. A heating tape
is wrapped round the cell for its uniform heating. (b) Layers of aluminium foil and fibre glass
wool wound around the vapor cell for insulation so that surrounding optics remain unaffected.

small air pockets between the glass resulting in high thermal insulation properties. It therefore

reduces heat radiation to avoid impairing the surrounding optics. Glass wool is to be handled

properly by wearing hand gloves as it causes superficial itching. To keep a trail of the cell

temperature, a pair of J-type thermocouple connected to a digital thermometer (Model No. 54

II B, Fluke) are kept in contact to either ends of the cell.

The purpose of a cold finger in the iodine cell is to minimize pressure/collisional broadening.

The cell is maintained at a very high temperature to populate the higher vibrational level.

Increased temperature escalates internal energy of the molecules in terms of kinetic energy and

with increased populations, this enhances pressure broadening. To minimize that, the cold

finger is kept at room temperature so that due to huge difference in temperatures of the cell

and the finger, pressure difference would result in pushing some iodine molecules towards the

cold finger where they would eventually crystallize. This narrows down collisional probability

between molecules and hence reduces pressure broadening. A copper mesh is wrapped around

the cold finger to conduct heat away to the surroundings.

5.3.2 Optics and electronics setup

A schematic of the optical setup and the actual experimental setup for achieving SAS of iodine

molecules is demonstrated in Fig. 5.3(a,b), respectively. The second harmonic generation

(SHG) laser (Model No. TA-SHG Pro, Toptica) with 739 nm as its fundamental output has

three laser output ports: 30 mW fundamental, 3 mW fundamental and 10 mW frequency

doubled output. The 3 mW fundamental output is coupled to a collimator and then to a

wavelength meter (Model No. WS7, High Finesse) via a multimode optical fiber. The 30 mW
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′
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modulator.
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is used for the SAS setup. It is coupled to a fiber EOM (Model No. NIR-MPX800, Photline)

the output of which is splitted into probe (reflected part) and pump (transmitted part) beams

using a polarizing beam splitter (PBS) (Model No. PBS102, Thorlabs). A half waveplate before

the PBS adjusts the power distribution between probe and pump beams. For carrying out SAS,

the pump beam is further frequency modulated using an AOM (Model No. R46080-1-LTD,

Gooch & Housego) arranged in double-pass configuration and operated at 80 MHz and 1 W

RF power. The external frequency modulation is performed by feeding the AOM driver with a

60 kHz, 30 mV peak to peak sinusoidal wave, which modulates the first order diffracted light,

all provided by in-house designed AOM driver. The diffraction efficiency of AOM depends on

good optics alignment. In double pass configuration, the first order output from the AOM is

reflected back into it as an input. The first order output of the second input is now used as the

pump beam for the SAS experiment; the pump beam is therefore shifted by 160 MHz than the

probe beam frequency. This configuration exterminates requirement of re-aligning the optics

on varying operating frequency of the AOM. On passing twice the quarter waveplate placed

behind AOM, the polarization of the pump beam changes and so while retracing back the path

to PBS, it now gets reflected. The power of pump and probe beams are kept at a ratio of 10:1

and finally sent into the cell in a counter-propagating direction.

The success of an SAS experiment depends on efficient overlapping of probe and pump

beams and an excellent beam alignment inside and outside the cell, otherwise depletion of

a particular velocity-class atoms caused by the pump bean will not affect the probe beam,

resulting in no Doppler free signal. In an attempt to achieve maximum overlapping, we decided

to use larger beam diameter for the spectroscopy and so, we used beam expanders. This,

however, proved to be a complete failure as we observed that smaller beam diameters are more

effective as larger ones cannot saturate the iodine. Two bi-convex lenses of focal length 50 cm

are used to focus both the beams into the cell such that maximum overlapping of their Rayleigh

ranges is achieved ensuring maximum interaction between the laser and the iodine molecules.

Within the spatial region of Rayleigh range, the laser intensity is high. The probe beam after

crossing the cell is focussed onto a fast photodiode (Model No. APD430A/M, Thorlabs) for

signal detection. For signal demodulation, we use Digital laser locking module (Model No.

DigiLock 110, Toptica) to which the photodiode signal is fed and error signa is obtained. For

sweeping the laser frequency over a certain range, the laser controller supplied with the laser

is used.
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5.4. Results and Discussions

5.4.1 SAS signal

This section presents and discusses the relevant outcomes of the experiment. The 739 nm

is scanned over a wavelength scan range of ≈ 1 GHz from 739.0332 nm to 739.0349 nm to

probe the R(78) (1-11) line containing 15 components a1 to a15. Figure 5.4(a) shows the

theoretical and experimental Doppler broadened signal as well as the experimental SAS signal

For obtaining theoretical signal, we used the program IodineSpec5 [243] which is based on iodine

atlas published by Gerstenkorn and Luc [230–233], works of Bacis and coworkers [244,245]; H.

Knöckel and E. Tiemann [242,246,247] and other available literature [248,249]. The theoretical

Doppler broadened signal has a full width at half maximum (FWHM) of ≈ 856 MHz and that

obtained from experiment is 903(3) MHz. The experimental signals are obtained with 1 mW

probe power and 10 mW pump power, the pump power should be maintained at lesser values to

avoid power broadening. A view of the hyperfine transitions within the mentioned wavelength

range as obtained from IodineSpec5 is presented in Fig. 5.4(b). For a better identification of

the Doppler free dips and comparison with the theoretical hyperfine lines, the experimental

Doppler free spectra is subtracted from the Doppler broadened one (shown in Fig. 5.4) and

the same is also illustrated in Fig. 5.4(b). Analysis of the obtained spectra shows a total of

six Doppler free features of R(78) (1-11) line as labelled in the figure and detailed in Tab.

5.1. Additionally, all the observed peaks are in perfect alignment to their corresponding first

derivatives in the lock signal. As per IodineSpec5, peaks 2, 3 and 5 are results of unresolved

four, four and three hyperfine peaks, respectively. The SAS spectra and more evidently, the

error signal clearly shows that in the experiment all the hyperfine lines are resolved for feature

3 and three and two of them are resolved for peaks 2 and 5, respectively. The details of all the

six features are mentioned in Tab. 5.1 along with the measured FWHM. The cooling laser can

preferably be locked to any of peaks 1, 4 or 6 having an FWHM of 23(3) MHz, 21(2) MHz and

23(4) MHz, respectively as compared to hundreds of MHz of a Doppler broadened signal.

We have also studied the effect of temperature and pump beam power on the peak amplitude

of the Doppler free peak labelled as 4 and presented the variation in Fig. 5.5. Keeping the pump

and probe power fixed to 10 mW and 1 mW, respectively, the temperature is set at different

points from 264 ◦C to 560 ◦C and the corresponding data for peak 6 is noted. On changing the

cell temperature, readings are noted only after ensuring that thermal equilibrium has reached.

Also, we do not go beyond 600 ◦C to avoid causing any damage to the cell. As is apparent from

Fig. 5.5(a), peak amplitude increases with rise in temperature which is obvious as increased

temperature heavily populates the desired state with more iodine molecules. The equation of
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Fig. 5.4: (a) Doppler broadened absorption spectrum (red) and Doppler free spectrum (magenta) of
molecular iodine obtained experimentally, (b) positions of hyperfine transitions obtained from
IodineSpec5 (blue) and from SAS experiment (magenta) and their corresponding error signals
(green) for a wavelength scan from 739.0332 nm to 739.0349 nm with vapor cell heated to 450
◦C. A total of six Doppler free peaks are observed which are labelled as 1-6; almost all of them
are resolved.
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Tab. 5.1: Details of the hyperfine transitions observed in R(78) (1-11) line of molecular iodine.

Peak Component of Frequency (MHz) Frequency (MHz) FWHM (MHz) FWHM (MHz)

R(78) (1-11) (from IodineSpec5) (from experiment) (from IodineSpec5) (from experiment)

(offset: 405654000 MHz) (offset: 405654000 MHz)

1 a1 74 189(60) 15(2) 23(3)

2 a2 - a5 368 218(60) 25(4) 35(4)

3 a6 - a9 516 396(60) 31(5) 40(6)

4 a10 662 584(60) 15(2) 21(2)

5 a11 - a14 811 749(60) 26(4) 39(5)

6 a15 957 923(60) 15(3) 23(4)
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Fig. 5.5: Variation of peak amplitude of Doppler free feature labelled 4 with increasing (a) cell temper-
ature and (b) pump beam power, along with the fits.

line fitted to the data is -1.37143 + 0.00565 x which implies that at temperatures below 243 ◦C,

there will be negligible peak intensity. Furthermore, keeping probe power fixed at 1 mW and

cell temperature at 450 ◦C, the pump power is varied. The corresponding observation is shown

in Fig. 5.5(b) from which we infer that peak amplitude of the Doppler free feature increases.

This occurs because increased pump power implies increased intensity within Rayleigh range

and hence better interaction with the iodine molecules within that spatial range. If γs, Ip and

Is be the light scattered from the population in the excited state, peak intensity and saturation

intensity of the corresponding signal, respectively, then we have,

γs ∝ Ip, (5.2)

γs =
γ◦
2

I

I + Is
, (5.3)
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where γ◦ and I are natural linewidth and pump power, respectively. The fit function for the

data points shown in Fig. 5.5(b) therefore takes the form

γs = A
x/B

1 + x/B
, (5.4)

with A and B being the fit parameters with B = Is. The solid line in Fig. 5.5(b) is the fitted

plot obtained using Eqn. 5.4 which gives Is = 8.3 ± 0.9 mW.

5.4.2 Lock signal

The aim behind the molecular iodine SAS is frequency stabilization of cooling laser at 369.5 nm

with respect to one of the Doppler free peaks, we chose Doppler free feature 4 or component

a10 for this purpose. For stabilizing the laser frequency to the desired peak, the widely used

approach Pound–Drever–Hall technique is employed [221,222]. The amplitude of laser scanning

is first reduced so that only a10 is scanned. For locking the laser with respect to peak of the

fringe, an error signal is required. The pump signal is therefore modulated with a sine wave of

frequency 60 kHz and amplitude 1.9 V. The probe beam interacts with the frequency modulated

pump and the resulting signal on the photodiode is fed to the lock-in-amplifier where a mixer

multiplies the carrier signal with a reference signal of same frequency. The resultant is the

error signal which is further passed through a low pass filter of cutoff at 60 kHz. The phase

difference between the reference and modulated signal in the lock-in amplifier is optimized

to achieve maximum peak amplitude for the error signal for a tight locking. A proportional-

integral-derivative (PID) controller takes in the error signal, generates a feedback signal which
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Fig. 5.6: Error signal (red) for peak (magenta) and their corresponding lock signals (green and blue,
respectively) when laser is stabilized to top of the peaks for (a) experimentally obtained satu-
ration absorption peak of a10 component and (b) SHG cavity peak of the laser system.
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Fig. 5.7: (a) Frequency drift of the fundamental frequency of the cooling laser when locked to SAS peak
no. 4 over 50 hours and (b) the corresponding histogram with the Gaussian fit for linewidth
determination.

is consigned to the piezo driver of the laser for its active stabilization. The photodiode signal

for a10, its error signal and the corresponding lock signals are shown in Fig. 5.6(a). After

stabilizing the fundamental frequency of the laser, the SHG cavity is locked using commercial

PDH and PID module in-built in the laser controller. Figure 5.6(b) shows the SHG cavity peak,

corresponding error signal obtained by PDH technique via applying a sine wave modulation of

frequency 19 MHz to the laser current and their respective lock signals. In order to study the

long-term instabilities in the locked frequency, data corresponding to laser stabilized over for 50

hours is collected and its histogram is obtained as represented in Fig. 5.7. From the histogram,

we find that the long-term linewidth of the laser is 0.5(2) MHz with a drift of 0.028(7) kHz/hr.

5.4.3 Noise density profile

To measure the short-term stability of the locked laser, we have obtained the Fast fourier

transform (FFT) of the locked error signals corresponding to the SHG cavity peak and the

Doppler free peak no. 4. The data is collected using a spectrum analyzer (Model No. FSV 40,

Rohde & Schwarz) using which the power spectral density of the noise is acquired and shown

in Fig. 5.8. Analysis of the noise spectrum using rectangular noise spectrum approximation

gives information on laser linewidth as well as its short-term stability. Area under the curves

shown in Fig. 5.8 are integrated to evaluate the Vrms for the shown locked error signals; and

after subtraction from Vrms of the noise floor of the spectrum analyser, these are found to be

0.16(3) V and 0.0125(4) V with corresponding laser linewidths of 9(2) MHz and 0.75(3) MHz,

when locked with respect to SHG cavity peak and the Doppler free peak, respectively. The

respective noise density is measured to be 3.3 µV/
√
Hz @ 16 kHz and 1.8 µV/

√
Hz @ 4 kHz.
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Fig. 5.8: Voltage spectral density of noise floor of the spectrum analyser (green), error signal when
locked to the top of SAS signal (blue) and SHG cavity peak (red).

The noise density corresponding to SHG cavity is the sum of instabilities of frequency noise

of the fundamental frequency of laser diode, tapered amplifier and length of the SHG cavity

whereas the noise density of the SAS generated error signal of iodine is sole contribution of

frequency noise of the fundamental frequency of laser diode. As a result, the noise density of

the locked error signal of the SHG cavity peak is more than that of the SAS peak.

5.5. Conclusion

We have stabilized an ECDL laser at 739 nm, the frequency doubled output of which at 369.5

nm is used for ion production, laser cooling and imaging of the trapped 171Yb+ experiment

for developing an optical frequency standard. The hyperfine transitions of molecular iodine

around 739 nm within a frequency span of 1 GHz have been observed by performing Satu-

rated absorption spectroscopy. A total of six hyperfine transitions are found to be centred at

739.03321 nm, 739.03352 nm, 739.03382 nm, 739.03416 nm, 739.03448 nm and 739.03454 nm.

The intensities of the peaks are found to increase with increasing pump beam power as well as

with cell temperature. Using the SAS generated error signal from the lock-in amplifier as the

feedback signal to the laser piezo, the cooling laser is locked on the a10 component of R(78)
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(1-11) transition corresponding to 739.03382 nm. Its short-term and long-term linewidths are

measured to be 0.75(3) MHz and 0.5(2) MHz, respectively. The locked laser is checked for a

period of over 50 hours and is found to be stable even under external perturbations. Its noise

density is measured to be 1.8 µV/
√
Hz @ 4 kHz. Hence, the locked laser is ready to probe the

cooling transition of the ion-trap experiment.
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Chapter 6

Absolute frequency measurement for 1S0 → 1P1

transition of Yb atoms and its isotope-selective

photoionization

Publication: Lakhi Sharma, H. Rathore, S. Utreja, Neelam, A. Roy, S. De, S. Panja, Optical

Atomic Clocks for Redefining SI Units of Time and Frequency, MAPAN 35, 531 (2020).

6.1. Introduction

Electrical load analysis for delivering desired radiofrequency for creation of trapping potential,

estimation of dominant BBR shift, design and development of a low-divergent atomic oven to

deliver neutral Yb atoms, design and performance analysis of an optics assembly constructed

for single trapped ion imaging and stabilization of cooling laser have been worked out towards

establishing 171Yb+ based optical clock. Once the ion trap and the atomic oven are installed

within the vacuum chamber and ultra high vacuum condition is achieved, next step towards

instigating the experiment is ionization of the neutral atoms emerging from the oven as only

ionized species can perceive the harmonic potential and get trapped for further experimenta-

tion. Naturally occurring Yb shows presence of seven stable isotopes: 168Yb (0.13%),170Yb

(3.05%),171Yb (14.3%), 172Yb (21.9%), 173Yb (16.12%), 174Yb (31.8%) and 176Yb (12.7%) of

which we are fixated on 171Yb. This chapter deals with a method for selective ionization of de-

sirable isotopes for creating 171Yb ions. Trapped Ytterbium atom and ion (Yb+) are potential

candidates [48,250–252] for building an optical frequency standard. Till date, the best achieved

fractional uncertainty of an Yb atom based optical clock is 1.4 × 10−18 [48] and that for an Yb
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ion optical clock is 3.2 × 10−18 [253]. It is also advantageous for various applications in atomic

physics. They are used by many research groups for carrying out experiments in the fields of

quantum information processing [254, 255], measurement of physical properties of ultra-cold

quantum gas [251], parity violation in atoms [256], precision measurements [257], etc. For all

such experiments, the ion is trapped and for trapping ions, an important step is production

of ions or ionization of neutral atoms. Various methods have been adopted for production

of ions, prominently, by bombardment of electrons [258, 259] or photons [260, 261] on a weak

atomic flux outcoming from an atomic oven or the photoelectric ionization method [262]. The

electron impact ionization method requires strong atomic flux and strong current leading to

deposition of metallic Yb on the trap electrodes [263, 264]. As described earlier in Chapter 3,

such deposition leads to differential work function resulting in unwanted potential difference

or patch potential. Such source of excess electric field shifts the confining potential’s minima

causing increased micromotion over time, thus deteriorating trap’s performance. Photoelectric

ionization accompanies similar disadvantages [262]. However, photoionization method miti-

gates the drawbacks of these two methods. Photoionization method is effective for reduced

atomic flux too, thus reducing chances of atom deposition on electrodes [265]. It allows for

isotope selectivity by implementing fluorescence spectroscopy of the neutral species. In this

way, experiment can be carried out with naturally available Yb metal instead of isotopically

enriched element. So, on account of its high efficiency, no patch effects and isotope selectivity,

experimental society has turned to trap loading by photoionization, specifically in precision

measurement experiments.

Photoionization of neutral atomic flux for loading trap with ions in ion clock experiments

has been reported numerous times by several research groups [261, 265–269]. Borisov et. al.

first developed the atomic-vapor laser isotope separation method based on isotopically selective

photoionization of atoms. They employed it to study the selectivity of various isotopes of Ytter-

bium both theoretically and experimentally [270]. Later, M. Sankari and M. V. Suryanarayana

proposed and computationally studied and compared different schemes of Yb photoionization

based on various parameters such as laser power and laser linewidth [271]. Neutral calcium

atoms are also ionized by two-step photoionization process using 423 nm and 390 nm lasers, for

precision ion-trapping experiments [272]. A study by M. Brownnutt et. al. compares the elec-

tron bombardment and photoionization processes for loading 88Sr+ in trap and found out that

Sr vapor pressure required to load the trap reduces by four orders of magnitude when ionized by

photons [273]. As shown by Meyer and group, photoionization also aids in calculating isotopic

shifts from which mass shift and field shift can be measured [274]. Thus, most of the atomic

ions being used as the candidate for clock transition are produced through photoionization of

their neutral atoms.
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In this chapter, we discuss atom-photon interaction for selective photoionization of 171Yb.

The absolute frequencies of 1S0 → 1P1 transition for each isotopes of Yb, their isotopic shifts

and linewidths are reported. Section 6.2 discusses the Yb photoionization scheme whereas the

experimental details are presented in Section 6.3. The outcome of the experimental studies are

reported in Section 6.4.

6.2. Schemes for photoionization loading of Yb ions

The interaction of atoms with light has proved to be one of the most advantageous tools

developed in trapped-ion experiments. Atom-light interaction assists in production of ions

[270,274], ion-trapping [169,275,276], ion cooling [277,278], state preparation of ions and also

in detecting them [179, 181]. The difference in energy levels i.e., the absorption frequencies of

the isotopes of an element is utilized in measuring the absolute frequency of a transition of

the desired isotope, in our case, 171Yb. Figure 6.1 shows energy level diagrams corresponding

to two possible schemes for photoionization of Ytterbium. The first ionization potential of Yb

i.e. amount of energy required to knock out one valence electron from the outermost shell, is

61S0

63P1

(7/2,3/2)2

Ion limit

581.027 nm

555.648 nm

582.79 nm

61S0

61P1

398.9 nm

< 394 nm

(a) (b)
Ion limit

Fig. 6.1: Energy level diagram for Yb relevant to its photoionization. (a) Scheme 1: a 2-photon ioniza-
tion process (b) Scheme 2: a 3-photon ionization process.
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6.25 eV i.e. 50443.5 cm−1. Hence, photoionization by a single photon requires radiation with

wavelength< 198 nm in the vacuum ultraviolet region. Producing laser beam in this wavelength

domain as well as developing optical set-up for navigating it is comparatively difficult. Also,

since we are aiming at isotope selective photoionization, excitation using a single high energy

photon will desist taking advantage of the bound levels of Yb. Scheme 1 (Fig. 6.1(a)) depicts

a two-photon ionization process [271] in which the first stage included excitation to 1P1 from

ground state 1S0 followed by shining by any laser of wavelength < 394 nm to strip off one of

its valence electron. Scheme 2 (Fig. 6.1(b)), on the other hand is a three-photon ionization

process [270] where the Yb atom is first excited from the ground level to 3P1 using laser at

555.648 nm. In the next step, the atom is further excited to (7/2,3/2)2 state using second laser

tuned to 581.027 nm followed by excitation to an auto-ionization level using 582.79 nm, where

it is eventually ionized.

Isotope selectivity depends on photoionization scheme used, its resonance ionization tran-

sitions, the isotopic shift and natural linewidth of the transition [279–281]. Optical selectivity

for a transition is higher provided its isotopic shift is larger. Laser bandwidth and other in-

homogeneous broadenings also lead to decreased isotope selectivity. Scheme 1 was proposed

by Sankari et. al.; he compared both the above-mentioned schemes and concluded that for

broader laser linewidths (∼ 1000 MHz), Scheme 2 gives higher selectivity whereas Scheme 1

yields higher selectivity when performed with narrow linewidth (< 500 MHz) laser. The first

stage of Scheme 1 is based on the strong 1S0 → 1P1 transition compared to the weak inter-

combination line in Scheme 2; hence the former produces more ions even with low energy laser

beam. We, therefore plan to use Scheme 1 in our experiment. Also, Scheme 1 being a 2-photon

ionization process includes less experimental complexity in comparison to Scheme 1. Besides,

step 2 of the scheme requires a laser of wavelength < 394 nm and as mentioned earlier, the

experiment uses a 369 nm laser for laser cooling as well as for single ion detection technique.

Use of the same laser for completing the ionization process is therefore an advantage. Trans-

formation of the desired experimental species to its gaseous state is important for realization of

the photoionization method. The indigenously designed and developed atomic oven, discussed

in Chapter 3 serves for this purpose.

6.3. Experimental set-up

For demonstration of photoionization of Yb, we built a vacuum set-up with a test chamber

having a total of six viewports. The chamber is pumped down to pressure 1.8 × 10−8 mbar by

a turbomolecular pump (HiClassic 80, Pfeiffer). The schematic of the optical set-up is shown in
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Fig. 6.2. The atomic oven made of stainless steel capillary and resistively heated by tungsten

wire, is filled with either Yb ingot (ALF-000407-14, Alfa Aesar) or Yb foil (ALF-012437-FF,

Alfa Aesar) and housed inside the test vacuum chamber. The 399 nm radiation used for

probing the 1S0 → 1P1 transition comes from a tunable, grating-stabilized, external-cavity

diode laser (ECDL) from Toptica, whereas 369 nm is accomplished with a frequency-doubled

ECDL system from Toptica, the fundamental output of which is at 739 nm. Both the laser

systems are set in Littrow configuration and have a linewidth of hundreds of kHz. With the

help of beam splitters, both the light beams are splitted into two parts. For 399 nm, one

part goes into the experimental chamber and the remaining ( ∼50µW) to the wavelengthmeter

(WS7, High Finesse) for further monitoring of frequency scanning or locking. Two outputs

of 739 nm laser at 40 mW and 3 mW are available; a fraction of the 40 mW is utilized for

the current experiment, while remaining is used for performing Iodine SAS to carry out laser

locking as mentioned in the previous chapter. The 3 mW coupled to a multimode optical fibre

and fed to the wavelengthmeter to keep a track. Both the laser lights are guided to the chamber

via mirrors and coupled using a Polarizing Beam Splitter (PBS) before launching them into

the experimental point of interaction with the neutral Yb beam. The laser and the Yb beam

are kept orthogonal to each other to minimize Doppler shifts. The 399 nm and 369 nm beams

used for the experiment are kept at 1 mW and 2.5 mW, respectively. The oven current is

maintained at a power of 3.9 W for which the reservoir temperature is about 250 ◦C and atomic

flux is estimated to be 7.9 × 109 atoms s−1, as indicated in Chapter 3. The absolute frequency

399 nm
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Fig. 6.2: Schematic of the optical set-up for carrying out isotope selective fluorescence spectroscopy
followed by ionization. Here, M: mirror, L: convex lens, L’: concave lens, S: beam sampler,
λ/2: half waveplate, BB: beam blocker and PBS: polarizing beam splitter.



98Absolute frequency measurement for 1S0 → 1P1 transition of Yb atoms and its isotope-selective photoionization

corresponding to the desired S → P transition of the Yb isotopes is searched by slow scan of

the frequency of 399 nm laser over a range of 2.5 GHz. For collecting the fluorescence photons,

a high numerical aperture, 2 inch diameter lens of focal length 75 mm is used, followed by

another lens of focal length 40 mm which converges the collected photons onto a PMT (H8259,

Hamamatsu) for signal detection. The PMT’s output is transferred to a counting unit (C8855-

01, Hamamatsu). The counting unit comes with a sample software and so the measurement

can be started as soon as the unit is connected to a PC. The entire set-up, specifically the

chamber and the photon collection optics is efficiently housed inside a dark environment to

minimize background counts as well as to protect the PMT from any damages.

6.4. Results and Discussions

Once the experimental setup is equipped with all requisites as shown in Fig. 6.3(a), the oven

is heated resistively by applying a power of 4.6 W. With the assistance of the laser controller,

the 399 nm laser is scanned over 2.5 GHz from 398.90960 nm to 398.91250 nm. The outcoming

atomic flux interacts with the scanning 399 laser beam forthcoming along a direction orthogonal

to atomic beam propagation direction. When the laser frequency is in resonance with S → P

transition of any of the isotopes of the Yb sample, photons are emitted, as a result of which

the blue fluorescence is visible as shown in Fig. 6.3(c) in contrast to no such trace when the

interacting frequency is in off-resonance condition (Fig. 6.3(b)). The red light is of the glowing

tungsten to which a high current is applied for resistive heating. At 2.7 A, reservoir temperature

is 335◦C and so, a high atomic flux of 5.8 × 1012 results due to which the fluorescence is visible

PMT

Photon 

collection

optics

Vacuum chamber

Yb flux

Atomic oven

369 nm 

(2.5 mW)

399 nm 

(1 mW)

(a) (b) (c)At non-resonant frequency (c)(b) At resonant frequency

Fig. 6.3: (a) A 3D illustration of Yb atomic beam interacting orthogonally with coupled 399 nm and 369
nm laser beams, Snapshot of oven operating inside the test chamber when the laser frequency
is scanned: (b) At non-resonant condition (c) At resonant condition.
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Fig. 6.4: Fluorescence excitation spectra of Yb isotopes. Different isotopes are labelled and their exci-
tation frequencies are plotted relative to that of 174Yb.

through naked eye too. For further experimental analysis, the oven current is fixed at 2.3 A at

1.7 V i.e. at 3.9 W so that the oven wields for a longer time.

The laser induced photo-excitation spectra within the mentioned wavelength range, recorded

by the PMT for Yb atoms is shown in Fig. 6.4. The abscissa of the graph depicts laser fre-

quency relative to the resonant value (∆ν = ν−ν174)for exciting
1S0 → 1P1 transition in 174Yb

which is found to be at a vacuum wavelength near 398.91129 nm; the ordinate represents the

normalized photon counts. As can be seen, trace of a total of 8 isotopes are obtained at a

frequency spread of 1930 MHz. The experimental data is fitted to a sum of eight Lorentz

profiles to extract the transition frequency values corresponding to different isotopes and their

hyperfine transitions which are listed in Tab. 6.1. Same values are reported for 171Yb (F = 1/2)

and 170Yb as the two peaks are not clearly distinguishable due to very small difference between

the two. The extracted values are useful for selective ionization of any isotope as well as for

subsequent trapping. The resonance frequency of 171Yb, isotope of our experimental interest,

is measured to be 751527138 ± 60 MHz i.e. 398.91102 nm. It is at a difference of 157 MHz and

238 MHz with respect to its adjacent isotopes 173Yb (F = 7/2) and 171Yb (F = 1/2). Since,

the first stage transition frequencies are now known, the second stage of selective excitation of
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Tab. 6.1: Absolute frequency measurement of the 1S0 → 1P1 transition for the naturally occurring
isotopes of Yb

Isotope Frequency ∆ν FWHM

(MHz) (MHz)

176Yb 751526985(60) -489(60) 91(5)

173Yb (F = 5/2) 751526206(60) -82(60) 92(4)

174Yb 751526614(60) 0 42(1)

172Yb 751526695(60) 359(60) 46(3)

173Yb (F = 7/2) 751527055(60) 443(60) 50(1)

171Yb (F = 3/2) 751527138(60) 600(60) 65(5)

171Yb (F = 1/2) 751527296(60) 838(60) 82(14)

170Yb 751527296(60) 838(60) 82(14)
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Fig. 6.5: (a) Frequency drift of the 399 nm when locked using WS7 wavelength meter over 14 hours and
(b) the corresponding histogram with the Gaussian fit for linewidth determination.

a certain isotope out of a mixture of natural abundance material becomes easier. ECDLs have

a spectral linewidth of a few tens of kHz and so, they are excellent to probe the excitation of

desired isotope. However, as mentioned in Chapter 5, due to mechanical as well as thermal

drifts, frequency drifts result with time in such lasers. Locking the frequency of 399 nm laser

therefore becomes essential to avoid probing of any other isotope. As the photoionizing laser

is required for a short span of time, locking technique giving a good short-term stability is

adequate for the purpose. We therefore opt for laser locking via the wavelength meter. The

optical unit of WS7 from High Finesse consists of Fizeau-based interferometers read out by

photodiode arrays. An optical fiber couples light from the laser into the instrument and then

collimates it onto the interferometer via a pair of mirrors. A cylindrical lens sends the formed

interference pattern onto the CCD photodiode arrays. The final output is sent to a computer
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via USB communication where the relevant software fits and compares the interferogram to

a previously recorded and stored interference pattern obtained from a reference laser’s signal.

For occasional calibration of the reference pattern, we are using the signal of a 780 nm laser, the

frequency of which is stablized with respect to D2 transition of rubidium obtained using SAS.

We are choosing 780 nm laser as calibration source as it is closer to wavelengths of major lasers

used in the experiment i.e. repump lasers 760 nm and 935 nm and fundamental wavelength

of the cooling laser 739 nm, and hence, will give reliable wavelength measurements. For fre-

quency locking, its software based proportional-integral-derivative (PID) controller is utilized

which calculates the difference between measured and desired values of wavelength and exports

it as a voltage signal to the piezo of the laser. The output of the PID controller depends on the

values of control terms: P (proportional), I (integral) and D (derivative) and so these are to be

set appropriately to have a good measuring and locking system. The associated PID simulator

(PIDSim2) of the instrument assists in finding the best matches for P, I and D. Therefore, using

the PID control and PID simulator feature of the wavelength meter, the 399 nm laser is locked

at 398.91065 nm, corresponding locked data over 14 hours and histogram plot is shown in Fig.

6.5(a,b). A probability distribution function fitting to the histogram data indicates that the

locked 399 nm laser has a long-term spectral width of 14.7(3) MHz which is acceptable for our

case as the adjacent isotopes are far apart by hundreds of MHz. This is followed by excitation

to the continuum level by means of 369 nm laser. To find the resonant frequency for ionizing
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171Yb, the 369 nm laser is scanned across 100 MHz about 369.5249 nm while keeping the 399

nm laser locked. As shown in Fig. 6.6, traces of photoionization are noticed at this stage, while

when 369 nm laser is OFF, no such peaks are observed. For further more strong confirmation,

the Yb ion is to be trapped for which work is currently going on in the laboratory.

6.5. Conclusion

We performed fluorescence spectroscopy of neutral Yb atoms emerging from an in-house devel-

oped atomic oven, using 399 nm laser. This aids in identification of various isotopes present in

the Yb ingot used for the experiment as well as measurements of their corresponding transition

frequencies for 1S0 → 1P1. The reported frequency values are useful in selectively ionizing the

desired isotope in ion trapping experiments for building clock or any other quantum technol-

ogy based experiments. The resonant frequency for exciting 171Yb relevant to our experiment

is measured to be 751527138 ± 60 MHz i.e. 398.91065 nm. We locked the 399 nm laser at

this wavelength using the wavelengthmeter and the measured long-term linewidth is found to

be 14.7(3) MHz. Consequently, using 369.5 nm laser, we performed the second step towards

photoionizing 171Yb and reported ionization proof for the same. The ions are therefore ready

to be loaded in the trap, hence an initial but prime step towards achieving the bigger picture

is accomplished.



Chapter 7

Conclusion

Trapped atomic ions have become one of the most enthralling areas of research for various

aspects as mass spectrometry, spectroscopy, probing fundamental physics problems, quantum

information, etc. All these studies require or aim for precise and accurate measurements which

demand isolation of the experimental species from its surroundings to avoid external pertur-

bations that may give an erroneous result. Invention of ion traps has eased this requirement

as it allows for manipulation of charged particles by confining and alienating them.

At CSIR-National Physical Laboratory, New Delhi, we are working towards trapping and

laser cooling a single Ytterbium-171 ion (171Yb+) within a specially designed end-cap type

radio-frequency trap or Paul trap for developing an optical clock. At present, amongst all

the measurable physical quantities, time and frequency is the most accurately measured one

and an optical clock is expected to provide orders of magnitude better stability and accuracy

than the microwave Cs clock, the present primary standard of time and frequency. Measuring

time with highest level of accuracy is of utmost importance as measurement of some of the

physical quantities, directly or indirectly, depends on time. Besides, accurate time also finds

applications in banking, telecommunications, internet communication, navigation, power grids,

basic sciences, etc. The primary requisites of an optical frequency standard are an atomic

frequency reference, its trapping and cooling at ultra-high vacuum condition, ultra-narrow

linewidth laser for probing the clock transition and a frequency counter for measuring absolute

optical frequencies. Transitions of neutral atoms and atomic ions are used as a reference

frequency of optical clocks. In case of ion optical clock, ions are confined and cooled within

radio frequency (RF) ion trap; and only a single ion is preferred to be interrogated in the field

free region of the trap centre in order to avoid any perturbation of the ionic clock transition

due to Columbic interaction among the charged particles. RF ion traps provide unperturbed
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environment for confining and cooling, thus providing longer interaction time and hence reduced

instability.

Developing such a state-of-the-art ion trap experiment demands plethora of components

which involves prior computation, theoretical and numerical analysis, fabrication of indige-

nously designed electrical, electronics and vacuum components, optical set-ups, precision mea-

surements, etc. The accomplishment of this experiment depends on the successful establishment

of its smaller building blocks, such as, fabrication of ion trap and vacuum chamber, creation

of a trapping potential, atomic beam production, optical set-up and frequency stabilization of

involved lasers, computer controlled electronic devices, single ion fluorescence detection and

various relevant theoretical calculations like systematic shifts estimations. Various such requi-

sites and theoretical estimations have been worked upon as a part of this doctoral work which

are presented in this thesis.

The kernel of the experiment revolves around trapping and cooling of single 171Yb+ and

measuring its clock transition frequency. The trapping potential is created by applying a

high voltage RF and a DC signal to the inner and outer pair of trap electrodes, respectively.

The RF delivery to the trap is achieved via a helical resonator whose working parameters

change at loaded and unloaded conditions. This necessitates accurate estimation of capacitive,

inductive and resistive loads related to the ion trap-resonator assembly for constructing the

helical resonator at the correct resonant frequency for supplying the desired RF to the ion trap.

The said loads are estimated analytically using pre-existing formulae, numerically using finite

element analysis via COMSOL MultiPhysics software and then verified experimentally. The

constructed resonator delivers a resonant frequency of 27.04(7) MHz and quality factor of 600(8)

at unloaded condition. The RF voltage transfer factor is estimated to be 0.45. The discussed

load analysis is extended to estimation of BBR shift resulting from any excess capacitive load

introduced by machining inaccuracy. An RF amplitude of 1 kV at 2π × 15 MHz and with ± 10

µm machining inaccuracy is found to result to ± 0.42 K heating of the trap and ∓ 43 mHz BBR

shift for the Yb ion E3-clock transition corresponding to fractional frequency uncertainty of 6.6

× 10−17. Such pre-evaluation of shifts in energy level is necessary for error budget estimation.

Once the harmonic potential is ready, it can be loaded with Yb ions for which a collimated

source is required for delivering neutral Yb atomic flux. A very minute spacing of 0.7 mm

between the trap electrodes in our experiment demands a low-divergent atomic beam source

to avoid any atomic deposition which may disturb the harmonic trapping potential. We have

therefore designed a dark wall oven consisting of a reservoir, a collimating tube, and a cold

part at the exit, all made out of a single 316L stainless steel (SS) capillary of inner diameter

0.9 mm. It is operated in the transparent mode and gives a divergence as minimum as 1.2(1)◦
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at an oven temperature of 250 ◦C that produces an atomic flux of about 8 × 109 atoms s−1.

The spatial distribution of atomic flux of the oven has been estimated theoretically and also

verified experimentally.

Single-ion based clock has an advantage of offering longer interaction time but it has to

compromise with lower signal-to-noise ratio. Hence, it requires a very high resolution and

diffraction limited imaging system for detection of cooling laser-induced fluorescence and for

characterization of the trapped species. A 3-lens optical system has been designed after opti-

mization using Optics Software for Layout and Optimization (OSLO), for ion imaging purpose

that can resolve particles separated by 0.68(3) µm with minimum aberrations, recollects 77%

of the incoming photons, magnifies by 238 times, and has a depth of field of 142 µm and a

field of view of 56 µm. It gives a diffraction limited performance over visible to near-infrared

wavelengths, thus making it suitable to opt for different experiments.

Laser frequency stabilization is an necessitous requirement in such experiments to ensure

high probability of desired atomic transitions throughout the experiment. The 369.5 nm laser

and its shifted frequencies are used in the experiment for laser cooling, in second stage of

photoionization process and also in single ion detection purpose. Its frequency is therefore

stabilized to a Doppler free spectroscopic line of molecular iodine using saturated absorption

spectroscopy (SAS) technique. A total of six Doppler free features of molecular iodine are

resolved and their Full width at half maxima (FWHM) are measured to be approximately 13

MHz, 24 MHz, 31 MHz, 17 MHz, 29 MHz and 16 MHz. As compared to the measured Doppler

broadened width of ∼ 903(3) MHz at 450◦C, the Doppler free spectra obtained is of the order

of a few tens of MHz. Using Pound-Drever Hall technique, the cooling laser’s frequency is

locked to one of the Doppler free features to avoid any drift in the used laser frequency and the

short-term and long-term locked laser’s linewidth are measured to be 0.75(3) MHz and 0.5(2)

MHz, respectively and its noise density is measured to be 1.8 µV/
√
Hz @ 4 kHz.

Additionally, the neutral Yb atoms released from the oven are to be ionized for subsequent

trapping and cooling for which a two step photo ionization scheme has been adopted combining

lasers of wavelength 399 nm and 369.5 nm. The 1S0 → 1P1 transition in neutral Yb is the

first isotopic-selective stage in 2-photon ionization of Yb for which the absolute frequency of

this transition corresponding to Yb-171 isotope is to be measured. We have carried out the

photo-excitation spectroscopy of neutral Yb atoms and obtained atomic resonance fluorescence

spectra for its different isotopes. Total eight emission peaks are obtained corresponding to

different isotopes of Yb: 176Yb, 173Yb (F = 5/2), 174Yb, 173Yb (F = 3/2), 172Yb, 173Yb

(F = 7/2), 171Yb (F = 3/2), 171Yb (F = 1/2) and 170Yb. From the obtained spectrum,

the transition frequency of 171Yb (F = 3/2) is measured to be 751527365(28) MHz. These
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measurements are crucial as Yb atom is widely used in many fields of atomic physics. Locking

the laser wavelength to 398.91102 nm, the cooling laser is scanned to ionize 171Yb isotope

required for our experiment.

In the field of time and frequency metrology, ultra-narrow atomic transition in the optical

domain as a source of stable and accurate frequency standard is of great importance to Physics.

This thesis discusses in details the development of various components which are very crucial

towards developing one such optical clock based on a singly trapped 171Yb+. The developed

components and theoretical analysis leaps us forward towards achieving the main experiment

which aims to measure 1 second precisely and accurately. Since ionization of Yb atoms has

already been tested, we have cleaned, baked and assembled various vacuum components and

assembled the main vacuum chamber along with the resonator and atomic oven. Nearby

optical set-ups for sending light into the chamber is also ready. Various vacuum pumps as

turbo molecular pump, ion pump and Ti-sublimation pump have already been connected to

the chamber and a pressure of 6.9 × 10−10 mbar is achieved and we are currently working on

attaining ultra-high vacuum so that the ion trapping can be performed.
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and E. Liénard, Simulation of ion behavior in an open three-dimensional Paul trap

using a power series method, Nucl. Instrum. Methods in Phys. Res. A 751, 11

(2014).

[211] M. S. Herbane, Minimized computational time method for the dynamics of ions

trapped in an ideal quadrupole ion trap, Int. J. Mass Spectrometry 303, 73 (2011).

[212] S. Knünz, M. Herrmann, V. Batteiger, G. Saathoff, T. W. Hänsch, and Th. Udem,
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[217] J. L. Hall, C. J. Bordé, and K. Uehara, Direct optical resolution of recoil effect

using saturated absorption spectroscopy, Phys. Rev. Lett. 37, 1339–1342 (1976).

122



[218] J. Alnis, A. Matveev, N. Kolachevsky, T. Udem, and T. W. Hänsch, Subhertz
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[220] N. Arias, L. J. González, V. Abediyeh, and E. Gomez, Frequency locking of multiple

lasers to an optical cavity, Journal of the Optical Society of America B 35, 2394-

2398 (2018).

[221] R. W. P. Drever, J. L. Hall, F. V. Kowalski, J. Hough, G. M. Ford, A. J. Munley,

H. Ward, Laser phase and frequency stabilization using an optical resonator, Appl.

Phys. B 31 (1983) 97 105.

[222] E. D. Black, An introduction to Pound–Drever–Hall laser frequency stabilization,

Am. J. Phys. 69, 79-87 (2001).

[223] Luc Couturier, Ingo Nosske, Fachao Hu, Canzhu Tan, Chang Qiao, Y. H. Jiang,

Peng Chen, and Matthias Weidemüller, Laser frequency stabilization using a com-

mercial wavelength meter, Rev. Sci. Instrum. 89, 043103 (2018).

[224] Khaldoun Saleh, Jacques Millo, Alexandre Didier, Yann Kersale, and Clement

Lacroute, Frequency stability of a wavelength meter and applications to laser fre-

quency stabilization, Appl. Opt. 32, 9446-9449 (2015).

[225] S. Kobtsev, S. Kandrushin, and A. Potekhin, Long-term frequency stabilization

of a continuous-wave tunable laser with the help of a precision wavelengthmeter,

Appl. Opt. 46, 5840–5843 (2007).

[226] C. Guo, M. Favier, N. Galland, V. Cambier, H. Álvarez-Mart́ınez, M. Lours, L.
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The enrapturing field of trapped ions has paved the way to 

fundamental as well as application-based research in many arenas 

of physics such as high-precision measurements of fundamental 

constants, frequency metrology, quantum information, quantum 

optics, atomic spectroscopy, plasma physics, etc. Ion traps, 

development of laser stabilization techniques, invention of frequency 

combs etc. are some of the fantastic tools which emanated 

manipulation of individual ions. At CSIR – National Physical 

Laboratory, India, we are working on a single trapped, laser cooled 

Ytterbium-171 ion to develop an optical frequency standard – an 

ultraprecise time measuring device. Such a state-of-the-art 

experiment involves theoretical, experimental, technological 

challenges and a plethora of integrants for its accomplishment. This 

thesis expounds several such pre-requisites such as trap potential 

generation, atomic beam production and its subsequent ionization, 

laser frequency stabilization, trapped ion detection, systematic shifts 

calculation, etc. For delivering the desired amplitude and frequency 

via a resonator for creation of trap potential, various ion trap-

resonator assembly assisted electrical loads are analytically and 

numerically calculated and experimentally verified. The Black Body 

Radiation (BBR) shift induced by the excess capacitive load arising 

due to machining inaccuracy in the radiofrequency (RF) carrying 

parts has been accurately estimated, which results to a fractional 

frequency shift of 6.6 × 10-17 for an RF of 1 kV at 2π × 15 MHz and 

with ± 10 µm machining inaccuracy. This needs to be considered in 

the total systematic uncertainty budget of a frequency standard as it 

is about an order of magnitude higher than the present reach of the 

trapped ion optical clocks. A low-divergent atomic oven is required 

in such precision metrology experiments to avoid atomic deposition 

on the ion trap, which leads to patch potential. Based on 

inhomogeneous thermal distribution along a capillary resulting due 

to its partial resistive heating, a dark wall atomic oven is thus 
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designed and developed using a seamless stainless-steel capillary 

heated by tungsten wire. The nearly collimated spatial distribution 

of the atoms resulting due to the absorber eliminating the atoms 

diverging above a certain angle is modeled and experimentally 

verified. A divergence as minimum as 1.2(1)o corresponding to a half 

angle of 0.9(1)o is measured at an oven temperature of 250 oC that 

produces an atomic flux of about 8 × 109 atoms s−1. For trapped ion’s 

fluorescence detection, an imaging system has been designed that 
resolves particles separated by  ≥ 0.68 μm with minimum 

aberrations, magnifies upto 238 times, recollects 77% photons 

within a solid angle of 0.36 sr, has a depth of field of 142 μm and a 

field of view of 56 μm which images a large ensemble of atoms and 

gives a diffraction limited performance over visible to near-infrared 

wavelengths. The frequency of External Cavity Diode Lasers 

(ECDL) used in the experiment drift over longer times owing to 

thermal and mechanical changes. The cooling laser is operated for 

a longer time and so its fundamental frequency at 739 nm is 

stabilized to one of the hyperfine transitions of R(78) (1-11) line of 

molecular iodine resolved via Saturated absorption spectroscopy. 
The short-term and long-term linewidths of the locked laser are 

measured to be 0.75(3) MHz and 0.5(2) MHz, respectively with a 

noise density of 1.8 μV/√Hz @ 4 kHz. For carrying out selective 

ionization of Yb-171 isotope, frequency corresponding to 1S0 → 1P1 

transition is to be known for which fluorescence spectroscopy of 

neutral Yb atoms using 399 nm is carried out. The resonant 

frequency for exciting 171Yb is measured 751527138 ± 60 MHz i.e., 

398.91065 nm. It is further ionized, traces for which are found by 

detecting fluorescence corresponding to 2S1/2 → 2P1/2 at 

369.52602(3) nm. Thus, many building blocks of the experiment are 

worked upon within the scope of my doctoral thesis which 

contributes towards CSIR-NPL's mission mode project “Indigenous 

development of the state-of-the-art quantum standard of time”. 
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Abstract 

     At CSIR-NPL, we are developing an optical frequency standard based on trapped and laser 

cooled single Ytterbium ion (171Yb+). The fluorescence emitted at 369.5 nm by the single Yb+ 

will be detected. A high-resolution imaging system incorporated with a high numerical 

aperture (NA) fluorescence collection lens is required for that. In this paper, we present the 

preliminary design of the optical arrangement which shows diffraction limited performance 

for imaging single Yb+. The fluorescence collection lens is fixed inside of the vacuum vessel 

and is only ~ 23 mm away from the trapped ion position. This has NA of 0.48 and can collect 

fluorescence over a solid angle of 0.79 steradian. The objective giving a numerical aperture of 

0.17 with effective focal length of 64.31 mm consists of three lenses out of which two are 

spherical lenses and the third one is an aspheric lens. This reduces spherical aberrations, coma, 

astigmatism and other wavefront errors. Using these off the shelve standard lenses we have 

achieved relatively high Strehl ratio of 0.98. 

 

2. Lakhi Sharma, A. Roy, S. Panja, V. N. Ojha and S. De, Black Body Radiation Shift induced 

by Resistive Heating of an Ion Trap, in Proceedings of the 13th Asian International Seminar 

on Atomic and Molecular Physics, IIT Bombay, Mumbai, December 2018. 

Abstract 

At CSIR-National Physical Laboratory (NPL), the National Measurement Institute (NMI) of 

India, we are developing an optical frequency standard based on a laser cooled and singly 

trapped Ytterbium ion. The end-cap Paul type ion-trap which is indigenously designed and 

developed for this purpose requires a high voltage, narrow-band radio frequency (RF) for 

generation of the trapping potential. The ion-trap forms an LCR circuit which has impedance 

different from that of the RF source delivering the said potential. So, following the standard 
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technique of using a directional device after an RF source to avoid unwanted power reflection, 

a helical resonator is utilized. The intermediate resonator delivers the RF to the trap via 

inductive coupling. The resonant frequency and quality factor of the helical resonator that 

efficiently delivers high voltage RF to any electrodynamic ion-trap depends on its capacitive, 

resistive and inductive loads and are different at unloaded and loaded conditions. Hence, 

accurate estimation of the loads of the resonator as well as those of the parts that are attached 

to the resonator is a requisite for delivering desired radio frequency (RF) to the trap. We have 

identified different sources of these loads and estimated their values using analytical and finite 

element analysis methods, which are found to be well in agreement with the experimentally 

measured values. For our trap geometry, we obtained values of the effective inductive, 

capacitive and resistive loads as: 3.1 μH, 3.71 μH, 3.68(6) μH; 50.4 pF, 51.4(7) pF, 40.7(2) pF; 

and 1.373 Ω, 1.273(3) Ω, 1.183(9) Ω by using analytical, numerical and experimental methods, 

respectively.  

In particular to high precision frequency standard experiments like the trapped ion optical 

atomic clock, various systematic shifts arise which alters the measured clock frequency [4]; it 

is therefore important to determine these systematic shifts precisely in order to improve the 

accuracy of the realized frequency standard. One such dominant systematic shift is the Black 

Body Radiation (BBR) shift [4]. Estimation of the loads also lead to accurate estimation of the 

Black-Body Radiation (BBR) shift resulting from excess capacitance arising due to inaccurate 

machining of the ion-trap. We have estimated that for our trap, for an RF of 1 kV at 2Π ×15 

MHz and with ±10 μm machining inaccuracy, the induced BBR shift results a fractional 

frequency shift of 6.6 × 10-17. 

3. Lakhi Sharma, A. Roy, S. Panja and S. De, Design and construction of a simple dark wall 

atomic oven, in Proceedings of the 10th International Conference for Advances in Metrology 

(AdMet), CSIR-NPL, New Delhi, February 2019. 

 

                                                              Abstract 

Many of the ion trapped experiments for various scientific investigations require low divergent 

atomic oven. Using a single capillary tube, we have developed a compact, easy to fabricate 

and inexpensive dark wall atomic oven working in the molecular flow regime, which gives 

narrow-divergent and less-intense atomic flux. Inhomogeneous thermal distribution along a 

capillary arises due to partial heating at one of the ends and an intermediate point of the 

capillary. Based on this, we have designed the oven which consists of a reservoir, collimator 

and cold absorber fabricated out of a single stainless-steel capillary, resistively heated by 

Tungsten wire. The absorber truncates the unwanted off divergent atoms above a certain 

truncation angle, thus giving narrowed beam divergence. Using finite element analysis method, 

the performance of the oven is studied for Ytterbium-171 which shows that with decreasing 

current, the effective absorber length increases which gives decreased output flow rates of 

atoms and decreased beam widths which has been confirmed experimentally too. A minimum 

divergence of 1.2o has been achieved by operating the oven at 250 oC. The discussed oven 

retains directionality, gives less atomic concentration in the interaction region, is well apt for 

frequency standard experiments and can be utilized for other experimental species too. 
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4. Lakhi Sharma, A. Roy, S. Panja and S. De, Frequency stabilization of 739 nm diode laser 

using Doppler Free Spectroscopy of Molecular Iodine, in Proceedings of the 6th National 

Conference on “Advances in Metrology” (AdMet), New Delhi, January 2020. 

 

Abstract 

     Frequency stabilization of laser light is essential in many atomic, molecular and optical physics 

experiments. At CSIR – National Physical Laboratory, New Delhi, we are engaged in 

developing a frequency standard based on the |2S1/2, F = 0> → |2F7/2, F = 3> electric octupole 

transition of a trapped Ytterbium ion (171Yb+) at 467 nm. This state-of-the-art precision 

experiment requires lasers at different frequencies which need to be stabilized with respect to 

a stable reference frequency. In this work, we discuss the stabilization of a 739 nm laser, the 

frequency doubled output of which serves for laser cooling the trapped ion at 369.5 nm. We 

are employing standard saturated absorption spectroscopy of molecular iodine (I2) since it has 

a density of narrow absorption lines in the infrared region to be chosen as the reference 

frequency. Half the frequency of the cooling transition 2S1/2 → 2P1/2 of 171Yb+ with an offset of 

10 GHz (using fibre based electro-optic modulator) corresponds to a hyperfine structure of the 

iodine absorption line (739.05 nm). The (B → X) transition of I2 involved in producing this 

line is scarce at room temperature and so the I2 cell is heated to about 400 oC and counter 

propagating pump and probe beams with 9:1 power ratio are focused into the cell. For both the 

beams addressing the same velocity class atoms, a sharp peak (narrower than Doppler 

broadened profile) in the probe beam spectrum is observed as those atoms have already been 

saturated by the pump beam. As compared to the Doppler broadened width of ≈ 670 MHz, the 

Doppler free spectra obtained by this technique is of the order of a few MHz which is very less 

than the natural linewidth of cooling transition i.e., 19.8 MHz. Once the Doppler free peak is 

achieved, the laser’s frequency can be locked at its peak using Pound-Drever Hall technique. 

Since, signal to noise ratio for Doppler free spectra at 739 nm is very low, we have also 

developed a balanced photo-detector to be used in the experiment. 

 

5. Lakhi Sharma, A. Roy, S. Panja and S. De, Saturated Absorption Spectroscopy of Molecular 

Iodine for frequency stabilization of 739 nm laser, in Proceedings of the 8th Topical 

Conference on Atomic and Molecular Collisions for Plasma Applications, IIT Roorkee, March 

2020. 

Abstract 

     Frequency stabilization of lasers is essential in many atomic, molecular and optical physics 

experiments. Our experiment aims at developing a singly trapped, laser cooled Ytterbium ion 

(171Yb+) based optical frequency standard at 467 nm. Ion cooling is obtained by driving the 
2S1/2 → 2P1/2 transition using 369.5 nm (νC) beam which is obtained from a second harmonic 

generation (SHG) laser at fundamental frequency of 739 nm. Additionally, νC + 2.1 GHz and 

νC + 14.7 GHz are also used in the process. For probing the said transition, the 739 nm laser 

therefore has to be frequency stabilized which is done with respect to molecular iodine (I2) 

reference. In this work, we discuss the saturated absorption spectroscopy (SAS) of I2 for 

stabilization of the 739 nm ECDL laser. The SAS optical set-up is shown in Figure 1(a). On 

focusing counter-propagating pump and probe beams of power 10.6 mW and 1.5 mW 

respectively into a 30 cm long Iodine (I2) vapor cell heated to 420 oC with a cold finger at 30 
oC, and scanning the laser frequency from 405.65395 THz to 405.65518 THz, we obtain the 

molecular iodine Doppler free spectroscopy as shown in Figure 1(b). The pump beam double 
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passed through an 80 MHz AOM before entering the vapor cell. For effective detection of the 

weak signals, the pump is frequency modulated at 60 kHz using the AOM and the signal from 

the photodiode is demodulated using a Lock-in Amplifier. As can be seen, six Doppler free 

features are present in this region centered at 739.03475 nm, 739.03421 nm, 739.03394 nm, 

739.03367 nm, 739.03341 nm and 739.03314 nm and they overlap well with their derivatives 

in the lock signal. The Full width at half maximum (FWHM) for these peaks are approximately 

13 MHz, 24 MHz, 31 MHz, 17 MHz, 29 MHz and 16 MHz, respectively. As compared to the 

measured Doppler broadened width of ≈ 930 MHz at 420 oC, the Doppler free spectra obtained 

by this technique is of the order of a few tens of MHz. Using Pound- Drever Hall technique, 

the laser’s frequency can be locked with respect to the Doppler free features 1, 4 or 6, which 

is in progress.  

 

6. Lakhi Sharma, A. Roy, S. Panja and S. De, Diffraction Limited Optics Giving Sub-micron 

Resolution for Single Ion Imaging, in Proceedings of the Fundamental Sciences & Quantum 

Technologies using Atomic Systems (FSQT), Online mode, September 2020. 

 

Abstract 

At CSIR – National Physical Laboratory, India, we are developing an optical clock based on 

trapped and laser-cooled single Ytterbium ion (171Yb+). The single ion is monitored by 

detecting its fluorescence induced by the cooling laser at 369 nm. Detecting a low level of 

fluorescence emitted by a single ion necessitates a high resolution, diffraction limited imaging 

system with a good collection efficiency. We therefore report the design of an imaging system 

built from off-the-shelf optics; optimizations of various parameters for its best performance is 

done using Optics Software for Layout and Optimization (OSLO). From the several studied 

choices for objectives and magnifiers, the best designed imaging system consists of three 

aspheres, an achromat and an aberration corrector plate. The collection lens is a 1” diameter 

asphere of focal length 40 mm, having a collection efficiency of 2.7 % and covering a solid 

angle of 0.34 sr. It is followed by an asphere and achromat, which collectively gives a 

numerical aperture of 0.32 and can resolve ions separated by ≥ 0.7 μm; the magnifier consisting 

of a wavefront corrector plate and an Asphere. The diffraction limited optics with a Strehl ratio 

(SR) of 0.87 is able to recollect 73% photons, produces images upto a magnification of ×65 

and has a transverse spherical aberration of 0.06 mm. The system has a depth of focus of ±60 

μm and a field of view of ±20 μm which facilitates to readout over a large ensemble of atoms. 

With manufacturing tolerances, the SR reduces to 0.81, which still satisfies the Maréchal’s 

criterion. The lens system is advantageous from the viewpoint that it gives a favorable 

performance at different wavelengths covering from visible to near infrared region; thus it can 

be adapted in other applications as well where high resolution imaging system is an 

indispensable requirement. 
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Estimation of the ion-trap assisted 
electrical loads and resulting BBR 
shift
Lakhi Sharma1,2, A. Roy1,2, S. Panja1,2, V. N. Ojha1,2 & S. De1,2

Capacitive, inductive and resistive loads of an ion-trap system, which can be modelled as LCR circuits, 
are important to know for building a high accuracy experiment. Accurate estimation of these loads 
is necessary for delivering the desired radio frequency (RF) signal to an ion trap via an RF resonator. 
Of particular relevance to the trapped ion optical atomic clock, determination of these loads lead to 
accurate evaluation of the Black-Body Radiation (BBR) shift resulting from the inaccurate machining 
of the ion-trap itself. We have identified different sources of these loads and estimated their values 
using analytical and finite element analysis methods, which are found to be well in agreement with the 
experimentally measured values. For our trap geometry, we obtained values of the effective inductive, 
capacitive and resistive loads as: 3.1 μH, 3.71 (1) μH, 3.68 (6) μH; 50.4 pF, 51.4 (7) pF, 40.7 (2) pF; and 
1.373 Ω, 1.273 (3) Ω, 1.183 (9) Ω by using analytical, numerical and experimental methods, respectively. 
The BBR shift induced by the excess capacitive load arising due to machining inaccuracy in the RF 
carrying parts has been accurately estimated, which results to a fractional frequency shift of 6.6 × 10−17 
for an RF of 1 kV at 2π × 15 MHz and with ±10 μm machining inaccuracy. This needs to be incorporated 
into the total systematic uncertainty budget of a frequency standard as it is about one order of 
magnitude higher than the present precision of the trapped ion optical clocks.

An ion-trap system either for guiding1,2 or for trapping3,4 of ions requires narrow band radio frequency (RF) at the 
desired parameters. It is equivalent to an LCR-circuit having different impedance than the 50 Ω output impedance 
of an RF source. Using a directional device following an RF source is a standard technique to avoid unwanted 
power reflection due to impedance mismatching. So, the RF is generally delivered via inductive coupling through 
an intermediate resonator whose resonant condition is tuned to obtain the desired RF parameters. Over the last 
few decades, increasing application of the ion-traps for mass spectrometry, precision measurements, generating 
ion-qubit for quantum computation, development of optical clocks, etc. has been demanding high quality RF 
oscillator and resonator together with improvement in all the associated technologies to achieve an overall high 
performance.

Focussing on the objectives of this article, here, we briefly review the relevant work on the RF resonator and 
oscillator. Jones et al. reported novel design of an RF generator that allows for tuning of the resonant frequency 
which varies with the external capacitive loads5,6. Recently, Reza et al. reported a tunable Colpitts oscillator that also 
tunes the RF at a desired frequency7. In many cases, the resonant frequency of an RF generator is adjusted by add-
ing extra capacitor in parallel to the ion-trap’s intrinsic capacitance but that degrades the quality factor (Q-factor) 
and efficiency of the power transferred to the trap electrodes. As reported in ref.8, the operating frequency of their 
indigenously developed RF amplifier got shifted by about 13.6% than it was designed for, which is due to the lack 
of prior knowledge on the load of their ion-trap. In all these above-mentioned cases, prior analysis and accurate 
estimation of the electrical loads will help in proper designing of the RF oscillator. In some applications, feedback 
controlled RF oscillators are used to enhance the stability9. There, a Phase-Lock-Loop locks the resonant frequency, 
which depends on the extra phase added to the RF due to the propagation delay10. Estimation of the loads that 
are attached to the RF generator and their electrical equivalent circuitry analysis helps in proper designing of the 
feedback system. For ion ejections, fast discharge of the RF after switching it off is required, otherwise the ions are 
deflected due to residual oscillations11. As the characteristic discharge time of a RF source depends on the effective 
inductive and capacitive loads12, estimation of these is required prior to designing of the RF supply.
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So far, efforts have been made for novel designing of the RF generator and oscillator for developing high 
performance ion-traps. In this article, we show a pathway for accurate estimation of the capacitive, inductive and 
resistive loads resulting from an ion-trap and its associated system. Towards designing of a precision ion trap that 
will be used for building of a Yb-ion optical clock13,14, we have estimated electrical equivalent loads resulting from 
different sources and verified them experimentally. This helps us to build a desired helical resonator15,16 and to 
estimate the BBR shift resulting from resistive heating of the ion-trap.

Methodology
The equivalent inductances, Li; capacitances, Ci and resistances, Ri resulting from various components, as indi-
cated by the subscript (i), of an ion-trap appear as loads. Due to impedance mismatch, direct connection of the RF 
source to an ion-trap not only leads to back reflection but also injects intrinsic noise of the RF source to the con-
fining potential, which results to instability of the ions trapped in it. To overcome these, a helical coil resonator is 
generally used for applying the RF to the ion-trap17,18. This also acts as a bandpass filter and suppresses the noise. 
The resonant frequency, f0 and Q-factor, Q0 of a helical resonator itself can be estimated as,
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where LR, CR and RR are the inductance, capacitance and resistance of the resonator, respectively18. In a loaded 
condition, i.e., when the ion-trap is attached to the resonator via a connector, the f0 and Q0 changes as,
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where LL, CL and RL are the inductive, capacitive and resistive loads, respectively. The ratio of the effective RF 
voltage, V′ at the trap electrode relative to the input voltage, V is given as,
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Our ion-trap system, which is attached to an amplified RF source, consists of three parts: a helical resonator R, 
a connector C and the end cap type Paul trap T. Their arrangements are shown in Fig. 1. Here, we have identified 
as well as estimated possible sources of loads that contribute to LL, CL and RL which are then validated through 
experiment.

Helical Resonator (R).  The design parameters of our helical resonator are described in the earlier publica-
tions15,16. The antenna and the secondary coil have self inductances, LR1 and LR2; resistances, RR1 and RR2 and a 
parasitic capacitance, CR1. Capacitance CR2 results from the shield-air-coil combination. In the present design, 
the copper enclosure is silver coated to reduce the electromagnetic radiation loss, which introduces a resistance 
RR3. Electrical circuitry comprising of these loads are shown in Fig. 2(a). For calculation of the self capacitance of 
a helical coil of height hc and outer diameter dc, the modified Medhurst equation19 as given by D. W. Knight20 is,
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where ε0, εi and εx are permittivities of free space, inside and outside mediums of the coil, respectively and Ψ is the 
pitch angle. The coefficient kc is expressed as,
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where the numerical pre-factors are the empirical coefficients20. Assuming the shield and the coil as coaxial cyl-
inders, the shield-to-coil (s-c) capacitance is calculated using the relation,
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where ds is the inner diameter of the shield and εr is the relative permittivity of any dielectric material in between. 
For proper positioning of the coil, the space between the shield and coil is partially filled with polyethylene foam 
of permittivity 2.22. Hence, following the Eqns (6–8), the capacitances of the coil and shield-to-coil are,136
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here m = 0.46 and n = 0.54 are the filling factors for air and foam, respectively. Inductance of the coil is estimated 
as,

μ
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where τ is the winding pitch of the coil and the numerical term arises from unit conversion of the formula, as 
given in ref.21 to the SI. The DC resistance of a part of length l and cross-sectional area A is given by,

ρ
=R l

A
, (12)dc

where ρ is the resistivity of the material. AC resistances for the RF carrying parts are different and those are 
important to be calculated. For a cylindrical rod of diameter D, the AC resistance22 is,

π δ
=R R A

D
, (13)ac

c dc

where the skin depth of the material is δ ρ ω μ= 503 / RF  with ωRF and μ being the applied frequency and the 
relative permeability of the material, respectively. RR1 and RR2 are calculated using Eqns (12) and (13).

Connector (C).  A connector is used to interface the helical resonator with the ion-trap, which is assembly of 
a Y-shaped copper adapter, a grounding rod and an electrical feedthrough (Fig. 1). The Y-shaped adapter is used 
for symmetric distribution of the RF to the ion-trap electrode pair. The trap is screwed to two radially symmetric 
electrical pins of the feedthrough for firm and stable mounting. The capacitance, CC1 arises between the adapter 
and the grounding rod along with the feedthrough pins whereas CC2 and ′C C2 results from the feedthrough pins 
and its flange. The adapter, grounding rod, feedthrough pins also carry resistances RC1, RC2 and RC3, respectively. 
The rectangular parts of the connector of width w and thickness t carrying RF has an AC resistance23 which is 
given as,

=
− −R R K

e1
, (14)ac

r
dc

c
x

R

C
T

Coil

Antenna

BNC 
Connector

BNC
Connector

Adapter
Feedthrough

Grounding 
Rod

UHV housing
for Ion Trap

End-cap trap 
mounted on
feedthrough

T: Trap

Grounding wire

Silver coated Copper shield

R’’C3

R: Helical Resonator

C: Connector

Polyethylene 
foam

Figure 1.  Ion-trap system of our experiment where the resonator (R) and ion-trap (T) are connected via a 
connector (C). The inserts show schematics of each part R, C and T where sources of the loads are indicated.
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where x = 2 (1 + t/w) δ/t, current crowding factor Kc = 1 + (1 − e−0.048p) [0.06 + 0.22 ln(w/t) + 0.28 (t2/w2)] and 
p =  δ.A /1 26 . Equivalent electrical circuitry of all the loads described in this section are shown in Fig. 2(b).

Trap (T).  The ion-trap electrodes are made of Tantalum, whereas its holding structure is made of Molybdenum 
and Macor24. The holder mounts the ion-trap inside an Ultra High Vacuum (UHV) chamber via an electrical 
feedthrough. Capacitances in the trap arise out of the inner electrode holder to outer electrode holder with die-
lectric macor in between. This capacitance, CT1 is estimated part-by-part as C′T1, C′′T1 and C′′′T1 as shown in 
Fig. 1. The capacitances resulting from the mounting bolts and the electrode holders are CT2 and ′C T2, respectively 
and from the inner-to-outer electrodes are CT3, ′C T2, CT4 and ′C T 4. Resistances result from the inner electrode 
holder, RT1; outer electrode holder, RT2; bolts, RT3; inner and outer electrode, RT4, RT5 and ′R T 4 and ′R T5, respec-
tively. Trap’s inner and outer electrode holders can be considered as parallel plates spaced apart by macor of 
thickness d. In that case, the capacitances are calculated as,

Figure 2.  Electrical circuitry of (a) resonator (R), (b) connector (C), (c) ion trap (T) and (d) equivalent (E) 
of all three components. Ci, Ri and Li as shown in the circuits denote capacitance, resistance and inductance, 
respectively, where the subscript i refers to R, C and T, respectively.
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ε ε= .C A
d (15)r0

Since, the trap electrodes are cylindrical in shape, their in-between capacitance is calculated from Eqn. (8) by 
replacing hc, dc and ds with the length, inner and outer diameters of the outer and inner electrodes, respectively. 
Equation (14) gives RT1 whereas Eqn. (13) is utilized for calculating RT3 and RT4. The electrical equivalent circuitry 
of the loads associated to the ion-trap is shown in Fig. 2(c).

Numerical and Analytical methods.  We perform finite element analysis via COMSOL Multiphysics soft-
ware (COMSOL) for numerical estimation of various Li, Ci and Ri values. The geometric designs of the parts are 
fed into the COMSOL and subdivided into finite size elements as per the user’s choice. The software analyzes 
them and generates a final solution using variational method. The computational time increases dramatically with 
finer mesh size, however, after a certain mesh size, the incremental change of the computed value is well within 
the limit of our desired accuracy. We use the AC/DC electromagnetics module of COMSOL as the subnodes: 
electrostatics interface, electric current and magnetostatics allow direct computation of capacitances, resistances 
and inductances, respectively.

For analytical estimation, we use the formulae as described in the Sec. III A-C, which rely on certain assump-
tions. As for example, Ci values are estimated assuming parallel plate capacitors. Thus, we do not expect them to 
be as accurate as for the numerical techniques but this shows inaccuracy of the estimation in case it is done only 
analytically.

Experiment.  Experimental verification of the estimated values are obtained through an indirect measure-
ment as well as via a direct measurement of the loads using an LCR meter. For indirect measurement, the resonant 
condition is obtained by scanning the RF frequency across f0 and f′ as given in Eqns (1 and 3). A small fraction 
of the RF (≤3%) gets reflected from the resonator. Using a directional coupler, this reflected signal is outcoupled 
to a spectrum analyzer for further analysis. The resonance condition is ensured by minimum reflection of the 
RF while tuning its frequency. The outcoupled RF is measured in a spectrum analyzer at different values of fixed 
capacitive loads and also in the unloaded condition of the resonator.

Results and Discussions
Simple circuitry analysis using Kirchoff ’s current law leads to estimation of the effective loads as following, for 
the Resonator R:

= +
= + +

=
+
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for the Trap T:
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where, CT1 = (CT1′ + CT1′′ + CT1′′′) as indicated in Fig. 1, A = (RT2 + 2RT5) and B = (RT1 + 2RT3 + 2RT4), for total 
effective loads E:

= + +
= + +
= .

C C C C
R R R R
L L

,
,

(19)

E R T C

E R T C

E R

The wire that is used for grounding of the trap inside of the UHV chamber results in a resistive load. The extra 
compensation electrodes, that are generally used for precise positioning of the ion at the trap centre, also results 
to finite capacitance. These values have been estimated to be orders of magnitude lower than the rest, which are 
therefore neglected.

The values of the loads as given in Eqns (16–18), estimated via analytical and numerical techniques are given 
in Table 1. Source of errors in the numerically calculated values are two fold: accuracy a that is obtained from 
COMSOL for a certain mesh size and their inaccuracy b for ±10 μm machining tolerance. Hence, the total error 
is estimated to be ± +a b2 2 , which is dominated by b.

In the experiment, we measure resonant frequencies and Q-factors when: (i) the resonator is attached to 
capacitors and (ii) the resonator is attached to the connector and capacitors. For this purpose, we use capacitors 139
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with different values that are calibrated at 0.3% uncertainty. As shown in Fig. 3, the characteristic change of the 
resonant frequency and Q-factor due to additional capacitive load are fitted to = +f C f C C C( ) /( )L R L R0  and 

= +Q C Q C C C( ) /( )L R L R0 , respectively, where f0, Q0 and CR are used as the fit parameters. Capacitive load 
resulting from a component attached to the resonator is obtained by measuring shift of the resonant frequency or 
Q-factor from the unloaded f0, Q0 values and obtaining change of capacitance corresponding to that shift from 
their respective characteristic curves, as given in Fig. 3. With the known values of f0 and f′ for any attached capac-
itance Ci, its unknown value of Li can be estimated by using Eqns (1) and (3). Further, as the Q0 and Q′ values are 
also known from experiments, using the estimated Li values, the unknown Ri values can be obtained using the 
Eqns (2) and (4). The experimental values are obtained by taking mean of the values taken from different tech-
niques and their variance is quoted as the uncertainty. We measure f0 = 27.04 (7) MHz and Q0 = 600 (8), estimate 
them as 25.85 (5) MHz and 508 (1) using the numerically estimated loads in Eqns (1–2) and also extract them as 
27.5 (1.0) MHz and 590 (7) from the fits. Mutual agreement of these values also validates our calculation in an 
independent way. The analytical, numerical and experimental values of different loads are compared in Table 2. 
Using the numerical and experimental values of the loads in Eqn. (5), we estimate the RF voltage transfer factor, 
kRF ≃ 0.45 and 0.46, respectively. Therefore, voltage at the trap is about half of that is at the output of RF 
resonator.

The described electrical load analysis also leads to estimation of the excess BBR shift that results from heating 
of the ion-trap. The resistive heating of the ion-trap electrodes due to absorption of the RF power propagating 
through it has already been reported elsewhere25–27. Here, we are estimating the BBR shift associated to heating 
of the trap due to current flowing through it, which originates due to finite capacitance introduced by inaccurate 
machining of the trap parts. The RF appears at a different phase with a relative phase difference φ on the trap elec-
trodes, that are aligned axially facing each other, due to a path difference x resulting from non-negligible machin-
ing tolerances. Due to this, at any instant of time, the RF, VosinωRFt, appears at different voltage level, which can be 
modelled as a parallel plate capacitor with an unwanted excess capacitance Cex kept at a potential Voφ28. The phase 
difference, resulting from the inaccurate machining, is

Parts Analytical Numerical

Resonator (R)

CR1 3.7 pF 2.067 (5) pF

CR2 5.7 pF 10.72 (1) pF

RR1
7 mΩ 8 (1) mΩ

351 mΩac 450 (5) mΩac

RR2
18 mΩ 10 (4) mΩ

820 mΩac 610 (9) mΩac

RR3 5.2 μΩ 5.83 (3) μΩ

LR1 3.1 μH 3.71 (6) μH

LR2 0.3 μH 0.242 (5) μH

Connector (C)

CC1 8.2 pF 9.8 (2) pF

CC2 0.04 pF 0.038 (7) pF

RC1
0.22 mΩ 0.222 (1) mΩ

6 mΩac 7 (1) mΩac

RC2 454.55 μΩ 455.8 (4) μΩ

′R R,C C3 3

347.6 μΩ 348.35 (3) μΩ

10 mΩac 9 (2) mΩac

Trap (T)

CT1 22.5 pF 22.1 (3) pF
′C C,T T2 2 0.8 pF 0.71 (2) pF
′C C,T T3 3 1.6 pF 1.5 (1) pF
′C C,T T4 4 0 pF 0.042 (4) pF

RT1
0.073 mΩ 0.078 (1) mΩ

70 mΩac 85 (3) mΩac

RT2 80.1 μΩ 81.1 (3) μΩ

′R R,T T3 3

189.44 μΩ 197.8 (3) μΩ

3.2 mΩac 3.4 (2) mΩac

′R R,T T4 4

2.816 mΩ 2.790 (2) mΩ

15 mΩac 14 (1) mΩac

′R R,T T5 5 780.3 μΩ 788.6 (1) μΩ

Table 1.  Estimated values of the loads resulting from different parts of the ion-trap system. AC resistances are 
indicated by superscript ‘ac’.
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φ π
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−
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x p2 ,
(20)RF

where p is the integer number of RF wavelength λRF that gets accommodated within x. Figure 4(a) shows numer-
ically estimated values of Cex for our ion-trap and calculated φ following the Eqn. (20) as a function of the 
machining inaccuracy. Even though there is no direct relation, the capacity factor in our ion-trap geometry is 
αc = Cex/φ = 1.9, where Cex and φ are in fF and milli-degree, respectively. Although, in an ideal condition (φ = 0), 
the RF electrodes stay in an open circuit condition, a finite current Iex = Voφ/RRF flows through in a real trap that 
has certain capacity factor. A simple minded physical picture to understand this is by considering a voltage source 
of Voφ V that is present in between the electrodes. In that case, the resulting Iex flows through the resistance RRF 
that is present in the RF path of the ion-trap system. In a thermal equilibrium, the resistive heating due to Iex will 
elevate temperature of the trap, which is non-negligible in many precision experiments particularly in case of an 
optical clock as that significantly contributes to the BBR shift29. The amount of temperature rise during the time 

Figure 3.  Variation of the (a) resonant frequency and (b) quality factor with capacitance for the resonator itself 
(green) and for the resonator + connector without the ion-trap connected to it (red). The experimental data 
(black) and theoretically fitted lines to it are shown, where the width of the lines depict fitting inaccuracy. The 
measured capacitance (blue) of connector and the combination of connector and trap are indicated on the fitted 
curves and also shown in the inserts.

Parts Analytical Numerical Experimental

CR 9.4 pF 12.78 (2) pF 10.6 (1) pF

CC 8.24 pF 9.9 (2) pF 8.6 (4) pF

CT 27.3 pF 26.7 (5) pF 21.5 (9) pF

RR 1241 mΩ 1062 (1) mΩ 981 (5) mΩ

RC 28 mΩ 29 (9) mΩ 44 (2) mΩ

RT 174 mΩ 182 (3)mΩ 162 (2) mΩ

LR 3.1  μH 3.71 (1) μH 3.68 (6) μH

CE 50.4 pF 51.4 (7) pF 40.7 (2) pF

RE 1373 mΩ 1273 (3) mΩ 1183 (9) mΩ

LE 3.1 μH 3.71 (1) μH 3.68 (6) μH

Table 2.  Values of the loads obtained through different methods.
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of current flow (i.e. cycle time of the experiment and we have considered that to be 1 s just for simplicity) can be 
estimated following the conservation of energy as

φ

α

Δ =
∑

=
∑

T V
R m s

C V
R m s

,
(21)

o

RF j j j

ex o

c RF j j j

2 2

2 2

2

where mj and sj are masses and specific heats of the elements j, respectively. Corresponding BBR shift due to the 
electromagnetic radiation at an elevated temperature T30 can be estimated as,

ν δα ηΔ = −
. 






 +

h
T T(831 945)

2 300
[1 ( )],

(22)
BBR

o

2 4

where h is the Planck’s constant, δαo is differential scalar polarizability of the transition and η(T) is the dynamic 
correction since atomic transitions other than the E1-transitions are neglected in δαo. Here, we have neglected 
this factor since η < 0.01 at room temperature. As an example, here we estimate ΔνBBR at T = (296 + ΔT) that is 
from the machining inaccuracy for the Ytterbium-ion (171Yb+) octupole (E3) clock transition at frequency 
νE3 = 642121496772645.150 Hz31 and having δαo = 0.859 × 10−40 Jm2V−2 32. We use our estimated values of resist-
ances, as given in Table 1, to get = + + ′ + + ′ + + + ′R R R R R R R R R( )RF T T T T T C C C1 3 3 4 4 1 3 3 . Figure 4(b) 
shows expected fractional BBR-shift ΔνBBR/νE3 resulting from the machining inaccuracy of the electrodes at dif-
ferent amplitudes of RF of ωRF = 2π × 15 MHz. Accurate estimation of this systematic shift carries merit for devel-
oping optical clocks with increasing accuracies as it is about two orders of magnitude higher than the present best 
trapped ion optical frequency standard31.

Conclusion
We made detailed analysis of the resistive, inductive and capacitive loads that results from each part of the 
ion-trap system. We also performed an experiment to measure the effective loads to validate our theoretical esti-
mations. Considering the estimated load values, the design parameters of the resonator can be chosen such that it 
operates as desired. This analysis shows a pathway for predicting output values, e.g., resonant frequency, Q-factor 
of an RF resonator both in loaded and unloaded conditions prior to its construction. The RF phase difference at 
the tip of the electrodes resulting from the unignorable machining inaccuracy, has been estimated accurately. Its 
relation with one of the dominant systematic shifts in the atomic clock experiments: BBR shift is obtained, which 

(a)

(b)

Figure 4.  (a) Excess capacitance, Cex and phase difference, φ and (b) the BBR shift, at RF amplitudes 250 V 
(cyan), 500 V (blue), 750 V (green) and 1000 V (red) at the trap electrodes; resulting from the machining 
inaccuracy are shown.
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is important to be considered in the overall systematic budget. As for example, at an RF amplitude of 1 kV at  
2 π × 15 MHz and with ±10 μm machining inaccuracy will result to ±0.42 K heating of the trap. A temperature 
increase (decrease) will result to -43 (+43) mHz shift for the Yb ion E3-clock transition that corresponds to 
fractional frequency uncertainty 6.6 × 10−17 due to the BBR effect. This exercise for precise estimation of the 
machining inaccuracy assisted BBR shift helps in building highly accurate optical frequency standards that are 
approaching to 10−18 level even without any cryogenic environment.
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ABSTRACT
Nearly collimated atomic beam is of interest for a variety of experiments. This article reports a simple way of modifying the atomic beam
distribution using a dark wall oven and describes detailed study of outcoming atoms’ spatial distribution. A simple design is obtained by
employing the fact that inhomogeneous thermal distribution along a capillary results due to its partial resistive heating. Based on this phe-
nomenon, we have designed a dark wall oven consisting of a reservoir, collimator, and cold absorber at the exit end of atoms, where all three
are fabricated out of a single stainless steel capillary. The nearly collimated spatial distribution of the atoms resulting due to the absorber elim-
inating the atoms diverging above a certain angle is modeled and experimentally verified. A divergence as minimum as 1.2(1)○ corresponding
to a half angle θ1/2 = 0.9(1)○ is measured at an oven temperature of 250 ○C that produces an atomic flux of about 8 × 109 atoms s−1. Total
flux as estimated using our measured spatial distribution of atoms matches well with the numerically simulated values of it for the dark wall
oven.
Published under license by AIP Publishing. https://doi.org/10.1063/1.5090199

I. INTRODUCTION

Atoms are the basis of many advanced techniques aiming for
scientific investigations as well as for state-of-the-art technologies.
An atomic source is a common requisite in all such techniques where
high flux, collimated beam, and unwanted deposition in the vicinity
of the experimental volume are specific to the experiment. Depend-
ing on the atomic species, oven temperature varies; hence, different
heating methods such as resistive,1 electron bombardment,2,3 and
inductive4,5 are being used. Along with that, different oven geome-
tries are used to produce intense6–9 and collimated10–13 sources.
Resistive heating is widely used up to 1200 ○C14–19 as temperature
control becomes easy by regulating the current flow.18,20–23 For col-
limation, a long tube is used which is further modified with multi-
channel24,25 and microcapillary arrays9,26 to increase the atomic flux.
Electron bombardment and inductive heating methods are widely
used for heating up to 1800 ○C27 and above 2000 ○C,28,29 respec-
tively. The ovens can have complex designs depending on specific
requisites or choice of samples. Spatial distribution of atoms depends
on the oven geometry, whereas their velocity distribution depends
on the temperature. In case it is required, velocity distribution of

the atoms is modified by the laser cooling technique, as an exam-
ple, whereas controlling of its spatial distribution can be achieved by
proper choice of the oven geometry; dark wall oven30 is one such
example.

In order to restrict deposition of the unused atoms at the
experimental region of interest as that introduces certain systemat-
ics,13,31,32 many efforts are made to produce nearly collimated atomic
beam.8,9,12 Thus, studying atoms’ distribution pattern is always a
subject of interest.25,33–39 Clausing modeled the angular distribution
of molecules emerging from cylindrical tubes and analyzed their
dimensional dependency,33 which was later experimentally verified
by Dayton.34 Giordmaine and Wang studied peak beam intensi-
ties and beam widths from array of long tubes stacked in different
shapes.35 The predicted theory justifies only the centerline inten-
sity since it assumed zero number density at the nozzle end of the
tube. Olander and Kruger modified that with finite number density
at the nozzle end.25 Furthermore, they experimentally verified their
model for a multichannel source36 and demonstrated its dependency
on the source size.37 Beijerinck and Verster measured the velocity
and angular distribution of the atomic beam produced from multi-
channel arrays in both transparent and opaque modes.24 Krasuski
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studied the shapes of angular distribution at different exit zones
of a tube which leads to better understanding of the atomic flux
pattern.40

In this article, we studied the modified spatial distribution of
atomic flux coming out of a dark wall oven: theoretically modeled
the distribution function, experimentally verified it, and compared
it with bright collimating ovens. For this purpose, we developed a
simple dark wall oven resulting from nonhomogeneous thermal dis-
tribution due to partial heating of a single capillary. This delivers a
low-divergent atomic flux that has been tested to produce an Ytter-
bium (Yb) atomic beam. Due to the dark wall at the exit end, spatial
distribution is truncated above an angle. The Finite Element Method
(FEM) by using COMSOL Multiphysics® software is performed for
studying the thermal distribution throughout of the capillary. This
facilitates to choose the suitable oven design parameters. Section II of
this article describes details of the oven design and theoretical model
of the outcoming atoms’ angular distribution pattern. Experimental
results and associated discussions are given in Sec. III.

II. OVEN DESIGN AND ITS ATOMIC FLUX
DISTRIBUTION

The design of the oven and theoretical model of its expected
atomic flux distribution are described in this section. The oven, as
shown in Fig. 1(a), consists of a reservoir, a collimating tube, and a
cold part at the exit. The oven is operated in the transparent mode,
i.e., the ratio of Mean Free Path (MFP) λ = kT/

√
2πd2Pvap to diam-

eter of the collimating tube 2a ,i.e., the Knudsen number Kn > 1.41

Here, d is the atom’s diameter and the vapor pressure is

log Pvap = A + BT−1 + C log T + DT−3, (1)

with A, B, C, and D being coefficients for a particular species. In this
mode, λ > L > 2a leads to free molecular flow in which majority
of particles move along a straight path until hitting the wall since
atom-atom collisions are suppressed. The aspect ratio of the colli-
mating tube 2a/L defines the atomic beam flux as well as its angular
divergence. Atoms are stored at the starting end of the capillary
which acts as a reservoir where atomic vapor is produced and that
propagates through the collimating tube. At the end of the collimat-
ing tube, the capillary is partially used as a dark wall, i.e., a cold

FIG. 1. (a) Drawing of the dark wall oven and its holders for UHV mounting. (b)
Schematic of the capillary consisting of three regions: reservoir, collimator, and
dark wall.

absorber to truncate the off-axial atoms above a certain angle. In
the previously reported dark wall ovens, the reservoir, collimator,
and absorber are separate units and assembled together.17,18,42 In
our simple design, these are made out of a single 316L stainless steel
(SS) capillary of inner diameter 0.9 mm and the regions are distin-
guishable by temperature. Thus, it is easy to mount the oven inside
a vacuum chamber. The reservoir end of the capillary is spot welded
to a heating wire and closed to stop atoms from exiting. The other
electrical contact is separated by a length LE (LE < L) so that current
flows partially through the capillary and the end part of it stays at
lower temperature since thermal loss is dominating there [Fig. 1(b)].
By controlling the current’s path, the capillary is inhomogeneously
heated to create three regions widely separated in temperature. A
tungsten wire of AWG 27 is used for electrical contacting of the cap-
illary to the feedthrough pins owing to its high tensile strength of 100
000–500 000 psi at room temperature, a good thermal conductivity
of 173 W/m⋅K, and a high melting point of 3422 ○C. Two Macor
blocks of dimensions 12 mm × 8 mm × 10 mm are used for hold-
ing the capillary along their midway and also for firm mounting of
it to the conducting pins of a standard CF16 electrical feedthrough.
The cold end truncates the angular distribution at θt = tan−1(2a/LC)
since atoms traveling beyond that stick to the dark wall at a rate
2πaLCnov̄/4, where v̄ =

√
8kT/πm is average thermal velocity. Thus,

the expected atomic beam width on a plane, e.g., glass plate placed at
a distance l from the exit end of the capillary is,

Wc = 2a(1 +
2l
LC

). (2)

This assumes that atoms that do not collide the wall are only com-
ing out, which is correct for the atoms having a negligible effusion
coefficient at the cold end’s temperature.

The vaporized atoms with density no within the reservoir are
equally probable to move along any direction with a flow rate

d3Ṅ = I(θ)P(v)d2Ωdv, (3)

within a solid angle dΩ. Here, I(θ) and P(v) = 32v3exp(−4v2/πv̄2)/
π2v̄4 are the angular intensity and the normalized velocity distribu-
tions, respectively, for the atoms moving at a speed v along θ relative
to the tube’s axis. The angular distribution follows

Ṅ = ∫
π

−π
I(θ)d2Ω = 2πnov̄a3

3L
, (4)

where Ṅ is the flow rate of atoms through a transparent tube.24

Angular distribution of atoms exiting a wall strip of width dz situated
at a distance z from the reservoir end is given as35

dI(θ) = nozv̄
4πLH

2a sin θ[1 − ( z tan θ
2a

)
2

]
1
2

dz, (5)

where n(z) is the atom’s density. The centerline atomic inten-
sity is I(0) = nov̄a2/4. The critical angle θC = tan−1(2a/LH) is
obtained from the geometry [Fig. 1(b)], up to which atoms exit from
the collimation tube without colliding with its wall. At half angle
θ 1

2
= 1.68a/LH , the atomic intensity becomes I(θ 1

2
) = I(0)/2. The

angular distribution has two components: (i) atoms that are flow-
ing with and without hitting the wall Iu(θ), which dominates up to
θC, and (ii) atoms effusing out after hitting the wall Iw(θ), which
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dominates at θ > θC. The distribution functions as given in Ref. 35
are

Iu(θ) =
nov̄
4π

2a2 cos θ[ cos−1(p) − p
√

1 − p2]

+ ∫
LH

0

n(z)v̄
4π

2a sin θ[1 − ( z tan θ
2a

)
2

]
1
2

dz

= a2n0v̄
2π

[R(θ) +
2
3

P(θ)] cos θ, 0 < θ ≤ θC,

Iw(θ) = ∫
2a/ tan θ

0

n(z)v̄
4π

2a sin θ[1 − ( z tan θ
2a

)
2

]
1
2

dz

= 2a3v̄no

3πLH

cos2 θ
sin θ

, θC < θ < π/2, (6)

where R(θ) = cos−1(p) − p
√

1 − p2, P(θ) = [1 − (1 − p2) 3
2 ]/p,

and p = LH tan θ/2a. Thus, the relative angular profiles, i.e.,
f (θ) = I(θ)/I(0), are

fu(θ) =
2
π
[R(θ) +

2
3

P(θ)] cos θ, 0 ≤ θ ≤ θc,

fw(θ) =
8a

3πLH

cos2 θ
sin θ

, θc ≤ θ ≤ π/2,

(7)

which are obtained following Giordmaine and Wang’s
approach.24,35,43 The modified equation following the Olander and
Kruger model25 considering nonzero number densities at the source
and exit ends of the tube is

f ′u(θ) = ζ0 cos θ +
2
π

cos θ[ζ1R(θ) +
2
3
(ζ1 − ζ0)P(θ)],

0 < θ ≤ θC,

f ′w(θ) = ζ0 cos θ +
8a

3πLH
(ζ1 − ζ0)

cos2 θ
sin θ

, θc ≤ θ ≤ π/2.

(8)

Here, dimensionless parameters ζ0 = 4a/3L and ζ1 = (1 − ζ0) are
related to the wall collision rates at the entrance and exit of the cap-
illary, respectively. Figure 2 compares angular profiles of outgoing
atoms from effusive ovens with and without collimation, following
L ≫ 2a and L < 2a, respectively. For comparison, truncated distri-
bution from a dark wall oven is also shown there. The angles θC,
θt , and θ 1

2
for different aspect ratios of the collimator and the dark

wall tubes are shown in the inset, which suggests that stronger colli-
mation can be obtained at longer collimator lengths but at a cost of
lower throughput. It is to be noted that the truncated angular distri-
bution expected from a collimator followed by a dark wall has similar
nature like θC, but they operate at different length scales defined by
values of LH and LC. Atoms at the tail of the distribution are mostly
not useful since they are beyond the capturing capability of a trapped
atom experiment; hence, truncation is not inefficient for the atom
loading. The rate of flow of atoms up to a velocity v and angle θ can
be obtained as

FIG. 2. Angular profile of atoms for different ovens such as reservoir (blue), reser-
voir attached to a collimator (red), and dark wall oven (green). The inset shows the
critical and truncated angle (red) and half-width angle (blue) for different lengths
of the capillary. Here, we consider T = 249 ○C, L = 65 mm, LH = 35 mm, LC = 30
mm, and a = 0.45 mm.

Fθ
v(

a
L

,
a

LH
, T) =Ṅ ∫

θ

0
F(θ)2π sin θdθ∫

v

0
P(v)dv

= Ṅ
2π

[π sin2 θ + (ζ1 − ζo)( sin 2θ − 2θC − 2θ)]

×[1 − exp(− 4v2

πv̄2 )(1 +
4v2

πv̄2 )]. (9)

Here, F(θ) = κf ′(θ)/π is the normalized angular distribution function
where κ = πI(0)/Ṅ = 3L/8a24 is the “peaking factor” that character-
izes the degree of collimation. In the spirit of our trapped Ytterbium-
ion (Yb+) optical clock experiment,44–50 as an example, the maxi-
mum velocity vcap that can be captured in the ion trap is defined by
its depth Dtrap = a2Qr2V2/(4mR4Ω2), which depends on the trapping
voltage, V. Here, a and z are trap geometry specific parameters, V is
the applied voltage at radio-frequency Ω, Q is the charge, and R is the
radius of the trapping volume. The maximum θ can be either θt or
the maximum capturing angle by the trap depending on whichever
is smaller.

III. EXPERIMENTAL RESULT AND DISCUSSION
We used “Electric Currents” and “Fluid Flow” submodules

of COMSOL to study the steady state temperature variation and
atomic flux flow, respectively, through the microchannel SS capil-
lary. The temperature distribution in the capillary for its different
heating configurations is simulated to obtain the desired tempera-
ture distribution distinguishing the reservoir, collimator, and dark
wall regions. We define a critical oven temperature TC at which the
output flow rate is negligible to use. In the case of an inhomoge-
neously heated capillary, the point at TC defines LH . The capillary’s
length over which T > TC acts as the collimator, and the rest of
it acts as the dark wall. Although we considered a wide variety of
capillary geometries for simulations to identify the suitable one, we
report here the results obtained for L = 65 mm, a = 0.45 mm, and
LE = 40 mm giving a variety of LH and LC at different currents
that we finally used to construct the oven. In the case of heating
the entire capillary, i.e., LE = L = LH and LC = 0, inhomogeneity
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of the temperature distribution is within the accuracy of the sim-
ulation, as shown in Fig. 3(a) for different currents. In this case,
the entire capillary acts as the collimator, and the current regulated
reservoir temperature is shown in Fig. 3(b). Partial heating of the
capillary from the reservoir end up to some intermediate point, as
an example LE = 40 mm, at different currents is shown in Fig. 3(c).
Figure 3(d) clearly shows that for a fixed LE, the collimator’s length
LH increases with stronger heating. Thus, a proper choice of the
electrical contact points and current results in a desired length of
the dark wall. As obtained from the FEM analysis, we consider
TC ≈ 175 ○C at which output flux is two orders of magnitude smaller
than the desired and this matches well with our experimental obser-
vation as described later. The response times of the dark wall oven to
reach 250 ○C and 350 ○C from the room temperature are 378 s and
402 s, respectively, as obtained by using the FEM analysis, whereas
it takes 94 s and 171 s to reach these temperatures from TC. Thus,
rather than reducing the reservoir temperature to room tempera-
ture, it may be set near to TC while the oven is in frequent use.
Figure 4(a) shows temperature dependency of vapor pressure and
MFP of 171Yb atoms that satisfy Kn > 1 at T > 127 ○C. The tempera-
ture dependent output flow rate of atoms following Eq. (4) and their
simulated values are shown in Fig. 4(b). The abrupt increase in the
flow rate at TC = 175 ○C is highlighted in the figure. As expected,
the dark wall oven produces lower flow rate owing to the trunca-
tion of off-axis atoms. Figures 4(c) and 4(d) show capturable atoms

FIG. 3. Numerically simulated variation of temperature (in ○C) along the length of
the capillary for ovens with a (a) collimator and (c) collimator and cold absorber. (b)
and (d) show variation of the collimator’s length LH with current and corresponding
reservoir temperature for a fixed operating voltage = 1.7 V.

FIG. 4. (a) Variation of Yb vapor pressure (orange) and its mean free path (green)
with temperature. (b) Output Yb flux with increasing temperature for a bright
oven with collimator (cyan) and a dark wall oven (black) is shown. The discrete
points in cyan and black are the corresponding numerical values the inset empha-
sizes the critical temperature. Flux of atoms at different (c) cutoff angles and (d)
oven temperatures for a fixed trap electrode voltage of 250 V (magenta), 350 V
(black), 450 V (blue), and 550 V (red) that are available to be captured in our ion
trap.

for different θt and oven temperatures, respectively, estimated using
Eq. (9). Typically, ions up to a velocity vcap corresponding to 10% of
the trap depth can be captured in an ion trap. Considering our ion
trap, which captures all atoms up to θt and operates at Ω = 2π × 15
MHz and with 45% RF transfer efficiency to the trap electrodes,50

we have estimated Dtrap and hence the maximum capture velocity.
As an example, for the oven operating at 300 ○C and vcap ≈ 535 m/s,
in case the ion trap operates at 1000 V RF, about 1.6 × 109 ions/s
will be available for capturing, assuming 100% ionization of the
atoms.

We have tested the performance of our dark wall oven to pro-
duce a 171Yb atomic beam and compared the obtained flux distri-
bution with the predicted model. The oven is tested at different
currents as the simulation shown in Fig. 3 while heating the entire
capillary and also for different cold end lengths during the dark wall
mode of its operation. For all the measurements, the oven was kept
at 10−9 mbar vacuum, L = 65 mm and for a fixed run time of 36 h
while the spots were recorded on a glass plate at l = 30 mm. Depo-
sition of Yb atoms on the glass plate is confirmed through chemical
reaction. The glass plate with Yb in metallic silver color deposited
on it is exposed to gaseous iodine, and after few hours, it turns
to white YbI3 confirming the presence of Yb. Figure 5(a) shows
spatial distribution of atoms while the oven is entirely heated at
T = 252 ○C without any dark wall. The profile of the spot sizes is mea-
sured by STYLUS which has a spatial resolution of 0.5 µm.51 In the
dark wall mode of operation, at 2.1 A corresponding to 179(10) ○C,
a circular spot of Yb atoms deposited on the glass plate was barely
detected by the STYLUS. This temperature is in good agreement
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FIG. 5. Measured spatial profiles of the Yb spot for: (a) end-to-end heating of
the capillary at 2.3 A and (b) dark wall oven operated at 2.3 A (magenta), 3.2 A
(cyan), and 4 A (green). (c) Relative angular profiles along with the fitted curves.
(d) Variation of experimentally obtained truncated angle values for varying cold
end length along with the fitted model.

with the numerically estimated TC within its accuracy. Truncated
spatial distribution of atoms, as shown in Fig. 5(b), clearly indicates
that the spot size increases with higher current due to the decrease
in LC [Fig. 3(c)]. Truncation extends to higher θt with increasing
current together with the increase in centerline intensity and the
total flux following Eq. (9). Assuming radially symmetric deposition
of atoms in a circular profile, STYLUS data along several diametric
directions were averaged. The relative angular profiles correspond-
ing to varying currents obtained from measured spatial distributions
are shown in Fig. 5(c), which are well described by the distribu-
tion function as given in Eq. (8). A steep off axial decrease in the
atom’s density and truncation as described in Fig. 2 is clearly visible
at lower current, i.e., longer LC. The fitted values of LH , as given in
Eq. (8), are in agreement with the numerical simulations [Fig. 3(d)]
considering TC = 175 ○C. Figure 5(d) depicts experimental θt val-
ues obtained from distributions, as shown in Fig. 5(c) for varying
cold end lengths. The data match well with the theoretical model
following Eq. (2). This reconfirms that with decreasing LC at higher
operating current, θt increases. Pointing nature of the atoms’ distri-
bution toward the center of the spot [Fig. 5(b)] matches very well
to the theoretical predictions (Fig. 2). The minimum spot size pro-
duced by our dark wall oven has 1.2(1)○ divergence at 2.3 A and
1.7 V. The corresponding oven temperature 250(10) ○C produces
a flux of 7.9 × 109 atoms s−1 which is good enough for most of
the experiments where higher divergence is not tolerable. Figure 6
shows the numerically calculated atomic flux using COMSOL by
employing Eq. (4) and those estimated using the experimentally
obtained distribution function. Atomic flux up to θt can be esti-
mated as Pvap(T)a2√8kT ∫ θt

0 2πf (θ)dθ/(4kT√πm), where 2π arises
due to the radial symmetry of the distribution. Here, at a particular
temperature T, Pvap(T) is estimated as shown in Fig. 4(a) and the fit-
ted function of f (θ) at different temperatures as shown in Fig. 5(c)
is used to estimate the atomic flux. In this case, uncertainties are
estimated considering inaccuracies of f (θ), θt , and our confidence
on estimating oven temperature. Both the results are comparable to
each other within their uncertainties.

FIG. 6. Temperature dependence of the atomic flux coming out of the dark wall
oven, as estimated numerically using COMSOL (blue) and using the measured
f (θ) distribution function (red).

IV. CONCLUSION
Modified spatial distribution of atomic flux coming out of a

dark-wall oven is studied in detail, and its high degree of collima-
tion than that of a bright oven with collimator is obtained. A novel
design of a simple dark wall oven is presented which is easy to oper-
ate for controlling the atomic beam divergence by proper choice
of the capillary geometry and the contact points of resistive heat-
ing. We performed finite element analysis of the oven heating and
atomic flux flow through it, theoretically modeled the distribution
function of the atomic flux, and verified it via experimental mea-
surements. The measured critical temperature 179(10) ○C at which
the atomic flux flow of 171Yb atoms for our oven geometry is neg-
ligible to use matches well with the numerically simulated value of
175 ○C. Also, theoretically obtained distribution function is well
characterized with the experimental observations, as shown for dif-
ferent operating conditions. Atomic flux as estimated using our mea-
sured spatial distribution of atoms matches to the numerically sim-
ulated values. Using a 65 mm capillary of a fine diameter of 0.9 mm
including a cold exit end of length 35 mm operating at 2.3 A and
1.7 V, we are able to generate an atomic beam with minimum diver-
gence of 1.2(1)○ corresponding to θ 1

2
= 0.8(1)○. This is better than

many other complicated oven designs reported earlier. A dark wall
oven, as described here, with a multichannel array could be a way for
producing a high intensity, nearly collimated atomic beam.
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An easy to construct sub‑micron 
resolution imaging system
Lakhi Sharma1,2, A. Roy1,2,3, S. Panja1,2 & S. De4*

We report an easy to construct imaging system that can resolve particles separated by ≥ 0.68 µ m with 
minimum aberrations. Its first photon collecting lens is placed at a distance of 31.6 mm giving wide 
optical access. The microscope has a Numerical Aperture (NA) of 0.33, which is able to collect signal 
over 0.36 sr. The diffraction limited objective and magnifier recollects 77% photons into the central 
disc of the image with a transverse spherical aberration of 0.05 mm and magnification upto 238. The 
system has a depth of field of 142 µ m and a field of view of 56 µ m which images a large ensemble 
of atoms. The imaging system gives a diffraction limited performance over visible to near-infrared 
wavelengths on optimization of the working distance and the distance between the objective and 
magnifier.

Studying molecular dynamics, many body physics, quantum simulation by detecting individual atoms and ions 
rely on high resolution, minimally aberrated optical system to form a magnified image of the object. Imaging 
systems are used in fluorescence microscopy and mass spectroscopy, which gained immense interest particularly 
for detection of biological molecules and other chemical compounds. Micron level resolution in such cases allows 
direct study of the molecular dynamics1,2. Precision spectroscopy for parity non-conservation (PNC), electric 
dipole moment, optical clock etc., which uses single atom3–5 or ion6–10, rely on high resolution imaging. Quantum 
phase transitions, quantum simulations and quantum information processing (QIP) by using atoms in an optical 
lattice or array of ions in an electrodynamic trap demands imaging of the individual particles.

In particular to the rapidly progressing QIP, (i) scaling up of the qubit and (ii) their individual addressing 
are the present challenges for which reading the individual atoms or ions is important11. These applications 
demand sub-micron resolution for detection of trapped ions12–17 and atoms in optical lattices18–22. Different 
approaches, such as, by measuring the current produced upon impinging of a focussed electron beam on to the 
sample23 and most commonly by setting up of a high quality imaging system are being used. In the latter case, 
the signal photons either from fluorescence or from absorption imaging are collected by different customized 
optical systems such as micro fabricated Phase Fresnel lenses (PFLs) or by using high NA diffraction limited 
objectives. Alt reported an objective with NA 0.29 covering 2.1% of 4 π solid angle to detect a single atom in a 
magneto optical trap24. Sortais et al. reported imaging with objective of NA 0.5 and magnification of 2525. Nel-
son et al. first reported direct observation of individual atoms in lattice sites and imaging different lattice planes 
using a lens of NA 0.55 and magnification 3222, which then became a powerful tool for such systems to study 
quantum dynamics. Karski et al. reported an objective with NA 0.29 and magnification of 54 to resolve atoms 
separated by 433 nm26. Using customized lenses and wavefront corrector plate, Bakr et al. achieved the highest 
effective NA 0.8 so far and resolution 0.6 µ m, which was pathbreaking for quantum gas microscopy27. For high 
resolution detection over large volume, Jechow et al. demonstrated use of microfabricated PFLs that obtained 
NA of 0.64 covering 12% of 4 π solid angle and a magnification of 615 ± 928. Due to small size, PFLs can be placed 
close to the sample which results to higher NA and they can also be arranged in an array to extend the viewing 
region further13. Wong-Campos et al. reported the least aberrated imaging and NA 0.6 to detect ions confined 
in a microfabricated trap15.

In this article, we describe design geometry of an easy to construct imaging system using off-the-shelf optics 
where positions of only two lenses are critical and also obtain their important features. The design can be adapted 
over visible to near-infrared wavelengths in different applications which require sub-micron spatial resolution 
and high quality images. The described imaging system will be used to image single Ytterbium-ion using its 
2S1/2 →2 P1/2 fluorescence at the wavelength 369.5 nm in our optical clock experiment29.
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Design of the lens system
The wavefronts propagating with photons get deformed due to inhomogeneous refractive index of the medium. 
As a result, the image formed by an optical system is aberrated which can be minimized, if not cancelled30, by 
proper choices of lenses and optimization of the design parameters. For quantitative analysis, let’s consider (y, z) 
and (Y , Z) as the coordinates for exit pupil and its image, respectively, while the source is at the origin and the 
imaging system is along the x axis. Introducing polar coordinates (ρ, θ) and (r,φ) in the exit pupil and image 
planes, respectively, the wave aberration W(h, ρ, θ) at the exit pupil for a rotationally symmetric optical system 
in its image plane (yz plane), can be written as31,32:

where aperture size ρ =
√

y2 + z2 , θ is the azimuthal angle in the pupil plane, h is the image height, j, k, l, m, 
n are integers satisfying the condition k = 2j +m , l = 2n+m and Wklm are the aberration coefficients. Upon 
expanding Eq. (1), the terms associated to coefficients W200 , W111 and W020 represent piston, tilt and defocus, 
respectively, which do not contribute in case of monochromatic light source. Terms associated to W040 , W131 , 
W222 , W220 and W311 represent Seidel aberrations such as spherical, coma, astigmatism, field curvature and 
distortion, respectively and the remaining represents higher order distortions31. In case of monochromatic 
photons emitted by a point source located close to the imaging axis, coma and astigmatism do not play major 
role. Spherical aberration dominates in case of imaging fluorescence that is isotropically emitted in all directions, 
hence Eq. (1) simplifies to

where k = 0, l = 2n,m = 0 and p and n are integers. The spatial profile of an image corresponding to a point 
source, given by the PSF S(r, φ) = A(r, φ) A∗(r, φ) is in the form of an Airy pattern for a nearly perfect optical 
system33. Here, A and A∗ are amplitude distribution of the image and its complex conjugate, respectively. The 
deformation of amplitude distribution during propagation can be obtained from pupil function as,

where k is the wave vector and E(ρ, θ) is the transmittance amplitude of the optical system. Hence, the amplitude 
distribution is,

with β = πr
�F and C = −i

4�F2
exp

(

ik r2

rW

)

 , where r = 
√
Y2 + Z2 , � is photon’s wavelength, F is effective focal number 

and rW is radius of curvature of the wavefront at the exit pupil. Considering fully transmissive pupil i.e. 
E(ρ, θ) = 1 and using Eqs. (3) and (4), the PSF reduces to31,32,34

where, V0 = 2 J1(β)
β

 , V1 = 2
∫ 1
0 W(ρ)J0(βρ)ρdρ and V2 = 2

∫ 1
0 W2(ρ)J0(βρ)ρdρ . The normalized PSF reduces to

which we shall use throughout this article.
The Optics Software for Layout and Optimization (OSLO) is used for design optimization of the imaging 

system. It is capable of performing ray tracing and estimating the mentioned quality assurance parameters of an 
optical assembly upon proper feeding of its components35. OSLO considers upto 7th order of W(ρ) as given in 
Eq. (2) for its analysis using sequential ray tracing method35.

Optical solutions to image a single Ytterbium ion (Yb+ ), as an example, which is a point like source emitting 
fluorescence at wavelength 369.5 nm is discussed here. The imaging system for such cases should have efficient 
fluorescence collection, adequate resolution lR and magnification M to distinguish individual ions and minimized 
aberration. Here, we consider transverse spherical aberration (SA) owing to the fact that all rays fall within the 
magnified image eventhough longitudinally they are not focussed at a single point. Other than SA, Strehl ratio 
SR and root mean square wavefront deformation σ , specify characteristics of an imaging system following36–39,

which can be approximated to SR = 1− (2πσ)2 for diffraction limited optics. For resolving two ions, diameter of 
central spot of the image Aimage which reduces to Airy disc diameter AD for a nearly perfect image should follow

so that images do not overlap. Following the Maréchal’s Strehl approximation40, SR ≥ 0.8 is acceptable, which 
corresponds to σ ≤ �/14 . Thus, the optics of surface roughness ≃ �/20 are recommended for constructing the 

(1)W(h, ρ, θ) =
∑

j,m,n

Wklmh
kρ l cosm θ ,

(2)W(ρ) =
p∑

n=2

W02n0ρ
2n,

(3)P(ρ, θ) =E(ρ, θ) exp
[

ikW(ρ)
]

,

(4)A(r, φ) ≈C

∫ 2π

0

∫ 1

0

P(ρ, θ) exp

[

− iρβ cos(θ − φ)

]

ρdρdθ ,

(5)S(r, �, F) ≈ π

�2F2

∣

∣

∣

∣

V0 + ikV1 −
k2

2
V2

∣

∣

∣

∣

2

,

(6)S(r, �, F) = V2
0 − k2(V0V2 − V2

1 )+ 0.25k4V2
2 ,

(7)SR = exp(−2πσ)2,

(8)Aimage < lR ×M,
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imaging system. Positioning the collection lens nearer to the source enhances the fluorescence collection but 
that freedom is limited by available geometry which in our experiment is 31.5 mm to avoid any obstruction. In 
an ensemble of N trapped ions, minimum separation between two consecutive central ions is41,

where e, ǫ◦ , m and ωs are the electron charge, free space permittivity, mass of the ion and secular frequency, 
respectively. The minimum separation between two species that can be resolved by a lens system is lR = 0.61�/NA . 
In case of five ions confined in our Paul trap geometry42,43, as an example, l◦ = 1.4 µ m that demands NA ≥ 0.16 
and as per Nyquist criterion a magnification ≥ 11 for a pixel size of 8 µ m × 8 µm.

The schematic of imaging system(s) considered in our analysis is shown in Fig. 1. An aspheric lens L◦ of focal 
length f◦ = 40 mm and 25.4 mm diameter is placed inside the vacuum chamber at a working distance X◦ = 31.6 
mm from the source. It collects 2.8% of the fluorescence, covering 0.36 sr solid angle and nearly collimates them 
towards the chamber window. This is followed by an objective Oi outside the vacuum chamber, where i repre-
sents different variants, which forms an intermediate image of Aimage = 1.3 µ m at a distance X2 from the window. 
The magnifier Mi is placed at a spacing X3 from the intermediate image, which forms a magnified image on the 
charge coupled detector (CCD) at a distance X4 from it. After the magnifier, we use a flipper mirror to route the 
fluorescence either towards a Photo Multiplier Tube (PMT) or to the CCD. In both cases, it passes through an 
appropriate bandpass filter to transmit the desired wavelength. Distances between source and L◦ ; and Oi to Mi are 
critical to form the best image. An iris mounted on a YZ translation stage is placed after the viewport to obstruct 
the unwanted photons scattered from surface of the vacuum chamber and knife edges. Another precision iris is 
mounted on a three axes translation stage and placed at the intermediate image position for its spatial isolation 
from others. A third iris mounted on YZ translation stage is placed immediately after Oi for second stage elimi-
nation of scattered photons that is useful for optical alignment of the imaging system as well.

(9)l◦ =
(

e2

4πǫ◦mω2
s

)
1
3 2.018

N0.559
,

Figure 1.   Schematic of the imaging system considering a variety of objectives O1–O4 and magnifiers M1–
M5. Lenses and wavefront corrector plates (WCP) are indicated as Li and Pi , respectively, where i is their 
numbers. The collection lens L◦ , and optics in objective, magnifier are of standard 25 mm and 50 mm diameter, 
respectively. For the L◦–O1–M1 combination, indicated length scales are X◦ = 31.6 mm, X1 = 60.4 mm, X2 = 58.2 
mm, X3 = 34 mm and X4 = 4154 mm.

154



4

Vol:.(1234567890)

Scientific Reports |        (2020) 10:21796  | https://doi.org/10.1038/s41598-020-78509-6

www.nature.com/scientificreports/

Results and discussions
In this section, we discuss performances of different imaging systems that we have studied. Table 1 lists values of 
parameters that we obtained for different objectives and magnifiers along with simulated ion images. Through-
out our analysis, the collection lens L◦ of f◦ = 40 mm, its position X◦ = 31.6 mm and � = 369.5 nm is fixed. To 
resolve the species, the imaging system should satisfy in-situ interspecies separation l◦ ≫ SA at the intermediate 
image and

at the final image. Among the different objectives, O1 and O2 satisfy Maréchal’s criterion40 and have σ , lR and 
SA values within the acceptable range. With the available commercial lenses, O3 gives a better resolution and 
an acceptable SA but SR = 0.74 does not satisfy Maréchal’s criterion. O4 does not minimize SA to the acceptable 
limit, results to a poor SR and has a low resolving power. The resultant SR and SA for all twenty combinations 
between objective-magnifier pairs are shown in Fig. 2a,b, respectively. Combination of O1 with M1, M2, M3, 
M4 and O2 with M1, M4 results to SR > 0.8, among them O1–M1 gives the best results with SR = 0.92, lR = 0.68 
µ m and a diffraction limited performance over M = 73 to 238; whereas O2–M1 with SR = 0.87 and lR = 0.7 µ m 
is also a probable choice but offers a comparatively lower magnification ranging from 51 to 65. For our experi-
ment, we opt for O1–M1 combination which consists of only one aspheric lens together with two + 1 � spherical 
aberration compensation plates, making the imaging system simple to construct. Using off-the-shelf SA cor-
rector plates enhances the performance of the system, thus producing better images. The results presented in 
this section are corresponding to the L◦–O1–M1 system. The component and air spacing details of the system is 
catalogued in Table 2 (see Supplementary Fig. S1 for more details). Estimated photon transfer efficiency due to 
reflections from its multiple optical surfaces without any band-pass filter is 0.91 and on passing through a 370 
± 2 nm commercial bandpass filter with 25% transmissivity is 0.23.

Figure 3a shows PSF as simulated using OSLO and compares it to the theoretical calculation following Eq. 
(6) for the Lo–O1–M1 system, where the aberration cofficients as given in Eq. (2) are obtained from OSLO. This 
gives confidence to understand the imaging system and thereby helps to model a measurable PSF for a real case. 
PSF in the intermediate image plane is also shown, which has Aimage = 1.3 µ m. The insets show the correspond-
ing ion images obtained by simulation. Considering Yb ion as the source, the L◦–O1–M1 system diffracts 77% 
of the total collected photons into the central Airy disc. Figure 3b shows tunability of M1 to vary magnification 

(10)l◦ ×M > SA,

Table 1.   Estimated values of parameters for different lens combinations that we studied, where the magnifiers 
in conjunction with O1 are shown here. Asp asphere, WCP wavefront corrector plate, Ach achromat, PC plano 
convex lens.

Objective [f in mm] Aimage ( µm) SR SA ( µm) lR ( µm) Image (2.5×2.5) µm2

O1: 1 Asp [50], 2 WCP 1.3 (2) 0.93 (1) 0.7 (1) 0.68 (3)

O2: 1 Asp [60], 1 Ach [100] 1.2 (1) 0.84 (3) 0.7 (1) 0.71 (1)

O3: 1 Asp [100], 1 Asp [60] 1.2 (3) 0.74 (3) 0.7 (1) 0.67 (3)

O4: 1 Ach [100], 1 WCP 1.8 (5) 0.59 (5) 2.4 (3) 1.9 (1)

Magnifier [f in mm] Aimage (mm) SR SA (mm) M Image (0.5×0.5) mm2

M1: 1 Asp [37.5], 1 WCP 0.06 (3) 0.92 (2) 0.05 (1) 110 (4)

M2: 1 Asp [50], 1 Asp [60] 1 PC [500] 0.01 (1) 0.91 (1) 0.02 (1) 15 (1)

M3: 1 Asp [50], 1 Asp [60] 0.04 (3) 0.89 (1) 0.04 (3) 62 (2)

M4: 1 Asp [37.5], 1 PC [125] 0.07 (3) 0.81 (1) 0.05 (3) 77 (3)

M5: 1 Asp [60], 1 Ach [100] 0.03 (2) 0.76 (2) 0.03 (1) 33 (1)
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of the final image and corresponding SR and SA. Mounting the magnifier on a precision translation stage is 
required to tune its position at micron accuracy across its focus fL3 . Tunability of 600 µ m across fL3 varies the 
magnification from 73 to 238 within the acceptable SR and SA, beyond that focussing of marginal and axial rays 
do not coincide, which results into greater SA and hence poorer quality, as shown in the insets of the figure.

Depth of Field (DOF) and Field of View (FOV) are the acceptable radial and axial ranges (with respect to 
trap’s axis i.e. z-axis), respectively, over which images with SR ≥ 0.8 are formed44. These also determine number 
of trapped species which can be imaged at a time. In case of 19 ions trapped along a particular direction, lo = 0.69 
µ m for our trap conditions, and hence they can be resolved as lR = 0.68 µ m. Considering this, we show planar 
visualisation with simulated images of 19 ions in our trap in Fig. 4a,c for radial and axial planes, respectively. 
Figure 4b,d show SR and SA corresponding to these images and indicate DOF and FOV. Actual spacing between 
consecutive ions is considered in this analysis, which increases as they are further away from the radio-frequency 
nullpoint of the trap (trap centre). That together with source at out of focus results to steep change in SR and 
SA for the ions away from the trap centre. The L◦–O1 combination gives a DOF of 280 µ m and FOV of 94 µ m, 
whereas in conjunction with the magnifier these values reduce to 142 µ m and 56 µ m, respectively.

The performance discussed is for the nominal system but the fabrication tolerance is also to be taken into 
account. The Peak-to-Valley (P-V) optical path difference (OPD) corresponding to an SR of 0.8 is 0.25 waves. 
The P-V OPD for the system, OPDs as obtained from the simulation is 0.19 waves; hence, to satisfy Maréchal’s 
criterion, the P-V OPD from fabrication tolerance, OPDt should be ≤ 0.16 waves. We determined the overall 
fabrication tolerance of the system considering different sources and their contributions within bracket are as: 
radius of curvature (0.022 � ), surface irregularity (0.002 � ), element thickness/ air space (0.116 � ), refractive 
index (0.085 � ) and surface tilt (5 × 10−5 � ), which results to OPDt = 0.14 waves. This results to an effective 
OPDtotal = 

√

OPD2
s + OPD2

t  = 0.24 waves that corresponds to SR of 0.83 which is well within the limit. Apart 

Table 2.   Specifications of the L◦–O1–M1 lens system.

Optics Surface no. Radius (mm) Spacing (mm) Component Material (placement)

L◦
1 ∞ 8.0 AFL-25-40

(Asphericon)
CROWN
(Vacuum)2 − 19.7 43.7

Window
3 ∞ 1.5 VPZ38SVAR-NM

(Torr scientific)
Sapphire
(Air)4 ∞ 0

L1 of O1
5 30.8 19.4 66316

(Edmund optics)
LBAL35
(Air)6 − 500.0 0

P1 of O1
7 ∞ 4.0 66765

(Edmund optics)
NBK7
(Air)8 ∞ 0

P2 of O1
9 ∞ 4.0 66765

(Edmund optics)
NBK7
(Air)10 ∞ 65.5

P3 of M1
11 ∞ 4.0 66765

(Edmund optics)
NBK7
(Air)12 ∞ 0

L2 of M1
13 ∞ 19.4 69144

(Edmund optics)
LBAL35
(Air)14 − 29.4 4.2 × 103

Figure 2.   (a) Strehl ratio (SR) and (b) spherical aberration (SA) for all possible combinations of objectives (O1–
O4) and magnifiers (M1–M5) those we have studied.
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from this, we have also calculated the allowable decenter and tilt tolerances for the 2 inch optics assembly to be 
mounted in optics tube. To maintain an SR ≥ 0.8, estimated tolerances in decentration and tilt are ≤ 450 µ m and 
≤ 0.22◦ , respectively. Deviation of X◦ from fL◦ occurs from inaccurate positioning of L◦ or shifting of the trap 
centre. Since L◦ is inaccessible on regular basis, we studied dynamic range of its position over which SA and SR 
can be corrected by the external objective-magnifier combination. Figure 5a shows the change of SR and SA due 

Figure 3.   (a) Point spread functions (PSF) simulated by OSLO (blue), and calculated from analytical relation 
(filled with cyan) at the final image of the L◦–O1–M1 combination. The PSF at the intermediate image plane 
(red) is shown for comparison. (b) Variations of SR (blue) and SA (purple) due to deviation of magnifier M1 
from its ideal position i.e. X3 = fL3 is shown, which tunes the magnification. Images are shown in the insets for 
at a glance quality comparison.

Figure 4.   Images of trapped ions on (a) xy, (c) yz planes. (b) and (d) shows corresponding variation of SR and 
SA as the ion’s position deviates from best focus. Depth of field (DOF) and Field of View (FOV) are indicated.
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to deviation of X◦ from fL◦ and their post corrected values incorporated by tuning distance between O1–M1. We 
found, SA and SR can be significantly corrected for deviation of X◦ - fL◦ from − 0.4 to 2.6 mm, which is better 
than the other objective-magnifier combinations and makes it user friendly. In Fig. 5b, we show that on optimi-
zation of X◦ and X3 , the described imaging system gives favorable results for SR and SA at different wavelengths 
covering from visible to near infrared corresponding to the elements Yb+ , Ra+ , Ca+ , Sr+ , Sr, Ba+ , Lu+ and Cs. 
Values of other parameters describing the optical performance are stated in Table 3. Values of σ < 0.07� in all 
cases and a good magnification range confirms an acceptable performance of the system. Hence, the design can 
be adapted for applications other than Yb+ as well.

Conclusion
The design criteria together with its detailed performance of an easily buildable imaging system that can resolve 
particles at sub-micron level is investigated among a wide variety in this article. The finally opted lens system 
consists of standard catalog optics: aspheres and aberration corrector plates. This makes the system user friendly. 
In comparison to previous works those use multiple lenses, we achieved higher NA of 0.33 with only one asphere 
and two corrector plates. The system is advantageous as the image quality due to the axial misalignment of the 
collection lens by − 0.4 mm to + 2.6 mm can be corrected by readjustment in the later optics. The diffraction 
limited optics is able to recollect 77% photons to the central disc and produce images upto × 238 magnification 
for the objects that are separated by as minimum as 0.68 µ m with minimum spherical aberrations. Each particle 
in a large ensemble can be detected by this system as it has depth of field and field of view of 142 µ m and 56 
µ m, respectively. In addition, the system is usable over wider wavelength range thus making it suitable to opt 
for different experiments.

Data availability
The data generated or analysed during this study have been included in this paper.
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ABSTRACT
Nearly collimated atomic beam is of interest for a variety of experiments. This article reports a simple way of modifying the atomic beam
distribution using a dark wall oven and describes detailed study of outcoming atoms’ spatial distribution. A simple design is obtained by
employing the fact that inhomogeneous thermal distribution along a capillary results due to its partial resistive heating. Based on this phe-
nomenon, we have designed a dark wall oven consisting of a reservoir, collimator, and cold absorber at the exit end of atoms, where all three
are fabricated out of a single stainless steel capillary. The nearly collimated spatial distribution of the atoms resulting due to the absorber elim-
inating the atoms diverging above a certain angle is modeled and experimentally verified. A divergence as minimum as 1.2(1)○ corresponding
to a half angle θ1/2 = 0.9(1)○ is measured at an oven temperature of 250 ○C that produces an atomic flux of about 8 × 109 atoms s−1. Total
flux as estimated using our measured spatial distribution of atoms matches well with the numerically simulated values of it for the dark wall
oven.
Published under license by AIP Publishing. https://doi.org/10.1063/1.5090199

I. INTRODUCTION

Atoms are the basis of many advanced techniques aiming for
scientific investigations as well as for state-of-the-art technologies.
An atomic source is a common requisite in all such techniques where
high flux, collimated beam, and unwanted deposition in the vicinity
of the experimental volume are specific to the experiment. Depend-
ing on the atomic species, oven temperature varies; hence, different
heating methods such as resistive,1 electron bombardment,2,3 and
inductive4,5 are being used. Along with that, different oven geome-
tries are used to produce intense6–9 and collimated10–13 sources.
Resistive heating is widely used up to 1200 ○C14–19 as temperature
control becomes easy by regulating the current flow.18,20–23 For col-
limation, a long tube is used which is further modified with multi-
channel24,25 and microcapillary arrays9,26 to increase the atomic flux.
Electron bombardment and inductive heating methods are widely
used for heating up to 1800 ○C27 and above 2000 ○C,28,29 respec-
tively. The ovens can have complex designs depending on specific
requisites or choice of samples. Spatial distribution of atoms depends
on the oven geometry, whereas their velocity distribution depends
on the temperature. In case it is required, velocity distribution of

the atoms is modified by the laser cooling technique, as an exam-
ple, whereas controlling of its spatial distribution can be achieved by
proper choice of the oven geometry; dark wall oven30 is one such
example.

In order to restrict deposition of the unused atoms at the
experimental region of interest as that introduces certain systemat-
ics,13,31,32 many efforts are made to produce nearly collimated atomic
beam.8,9,12 Thus, studying atoms’ distribution pattern is always a
subject of interest.25,33–39 Clausing modeled the angular distribution
of molecules emerging from cylindrical tubes and analyzed their
dimensional dependency,33 which was later experimentally verified
by Dayton.34 Giordmaine and Wang studied peak beam intensi-
ties and beam widths from array of long tubes stacked in different
shapes.35 The predicted theory justifies only the centerline inten-
sity since it assumed zero number density at the nozzle end of the
tube. Olander and Kruger modified that with finite number density
at the nozzle end.25 Furthermore, they experimentally verified their
model for a multichannel source36 and demonstrated its dependency
on the source size.37 Beijerinck and Verster measured the velocity
and angular distribution of the atomic beam produced from multi-
channel arrays in both transparent and opaque modes.24 Krasuski
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studied the shapes of angular distribution at different exit zones
of a tube which leads to better understanding of the atomic flux
pattern.40

In this article, we studied the modified spatial distribution of
atomic flux coming out of a dark wall oven: theoretically modeled
the distribution function, experimentally verified it, and compared
it with bright collimating ovens. For this purpose, we developed a
simple dark wall oven resulting from nonhomogeneous thermal dis-
tribution due to partial heating of a single capillary. This delivers a
low-divergent atomic flux that has been tested to produce an Ytter-
bium (Yb) atomic beam. Due to the dark wall at the exit end, spatial
distribution is truncated above an angle. The Finite Element Method
(FEM) by using COMSOL Multiphysics® software is performed for
studying the thermal distribution throughout of the capillary. This
facilitates to choose the suitable oven design parameters. Section II of
this article describes details of the oven design and theoretical model
of the outcoming atoms’ angular distribution pattern. Experimental
results and associated discussions are given in Sec. III.

II. OVEN DESIGN AND ITS ATOMIC FLUX
DISTRIBUTION

The design of the oven and theoretical model of its expected
atomic flux distribution are described in this section. The oven, as
shown in Fig. 1(a), consists of a reservoir, a collimating tube, and a
cold part at the exit. The oven is operated in the transparent mode,
i.e., the ratio of Mean Free Path (MFP) λ = kT/

√
2πd2Pvap to diam-

eter of the collimating tube 2a ,i.e., the Knudsen number Kn > 1.41

Here, d is the atom’s diameter and the vapor pressure is

log Pvap = A + BT−1 + C log T + DT−3, (1)

with A, B, C, and D being coefficients for a particular species. In this
mode, λ > L > 2a leads to free molecular flow in which majority
of particles move along a straight path until hitting the wall since
atom-atom collisions are suppressed. The aspect ratio of the colli-
mating tube 2a/L defines the atomic beam flux as well as its angular
divergence. Atoms are stored at the starting end of the capillary
which acts as a reservoir where atomic vapor is produced and that
propagates through the collimating tube. At the end of the collimat-
ing tube, the capillary is partially used as a dark wall, i.e., a cold

FIG. 1. (a) Drawing of the dark wall oven and its holders for UHV mounting. (b)
Schematic of the capillary consisting of three regions: reservoir, collimator, and
dark wall.

absorber to truncate the off-axial atoms above a certain angle. In
the previously reported dark wall ovens, the reservoir, collimator,
and absorber are separate units and assembled together.17,18,42 In
our simple design, these are made out of a single 316L stainless steel
(SS) capillary of inner diameter 0.9 mm and the regions are distin-
guishable by temperature. Thus, it is easy to mount the oven inside
a vacuum chamber. The reservoir end of the capillary is spot welded
to a heating wire and closed to stop atoms from exiting. The other
electrical contact is separated by a length LE (LE < L) so that current
flows partially through the capillary and the end part of it stays at
lower temperature since thermal loss is dominating there [Fig. 1(b)].
By controlling the current’s path, the capillary is inhomogeneously
heated to create three regions widely separated in temperature. A
tungsten wire of AWG 27 is used for electrical contacting of the cap-
illary to the feedthrough pins owing to its high tensile strength of 100
000–500 000 psi at room temperature, a good thermal conductivity
of 173 W/m⋅K, and a high melting point of 3422 ○C. Two Macor
blocks of dimensions 12 mm × 8 mm × 10 mm are used for hold-
ing the capillary along their midway and also for firm mounting of
it to the conducting pins of a standard CF16 electrical feedthrough.
The cold end truncates the angular distribution at θt = tan−1(2a/LC)
since atoms traveling beyond that stick to the dark wall at a rate
2πaLCnov̄/4, where v̄ =

√
8kT/πm is average thermal velocity. Thus,

the expected atomic beam width on a plane, e.g., glass plate placed at
a distance l from the exit end of the capillary is,

Wc = 2a(1 +
2l
LC

). (2)

This assumes that atoms that do not collide the wall are only com-
ing out, which is correct for the atoms having a negligible effusion
coefficient at the cold end’s temperature.

The vaporized atoms with density no within the reservoir are
equally probable to move along any direction with a flow rate

d3Ṅ = I(θ)P(v)d2Ωdv, (3)

within a solid angle dΩ. Here, I(θ) and P(v) = 32v3exp(−4v2/πv̄2)/
π2v̄4 are the angular intensity and the normalized velocity distribu-
tions, respectively, for the atoms moving at a speed v along θ relative
to the tube’s axis. The angular distribution follows

Ṅ = ∫
π

−π
I(θ)d2Ω = 2πnov̄a3

3L
, (4)

where Ṅ is the flow rate of atoms through a transparent tube.24

Angular distribution of atoms exiting a wall strip of width dz situated
at a distance z from the reservoir end is given as35

dI(θ) = nozv̄
4πLH

2a sin θ[1 − ( z tan θ
2a

)
2

]
1
2

dz, (5)

where n(z) is the atom’s density. The centerline atomic inten-
sity is I(0) = nov̄a2/4. The critical angle θC = tan−1(2a/LH) is
obtained from the geometry [Fig. 1(b)], up to which atoms exit from
the collimation tube without colliding with its wall. At half angle
θ 1

2
= 1.68a/LH , the atomic intensity becomes I(θ 1

2
) = I(0)/2. The

angular distribution has two components: (i) atoms that are flow-
ing with and without hitting the wall Iu(θ), which dominates up to
θC, and (ii) atoms effusing out after hitting the wall Iw(θ), which
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dominates at θ > θC. The distribution functions as given in Ref. 35
are

Iu(θ) =
nov̄
4π

2a2 cos θ[ cos−1(p) − p
√

1 − p2]

+ ∫
LH

0

n(z)v̄
4π

2a sin θ[1 − ( z tan θ
2a

)
2

]
1
2

dz

= a2n0v̄
2π

[R(θ) +
2
3

P(θ)] cos θ, 0 < θ ≤ θC,

Iw(θ) = ∫
2a/ tan θ

0

n(z)v̄
4π

2a sin θ[1 − ( z tan θ
2a

)
2

]
1
2

dz

= 2a3v̄no

3πLH

cos2 θ
sin θ

, θC < θ < π/2, (6)

where R(θ) = cos−1(p) − p
√

1 − p2, P(θ) = [1 − (1 − p2) 3
2 ]/p,

and p = LH tan θ/2a. Thus, the relative angular profiles, i.e.,
f (θ) = I(θ)/I(0), are

fu(θ) =
2
π
[R(θ) +

2
3

P(θ)] cos θ, 0 ≤ θ ≤ θc,

fw(θ) =
8a

3πLH

cos2 θ
sin θ

, θc ≤ θ ≤ π/2,

(7)

which are obtained following Giordmaine and Wang’s
approach.24,35,43 The modified equation following the Olander and
Kruger model25 considering nonzero number densities at the source
and exit ends of the tube is

f ′u(θ) = ζ0 cos θ +
2
π

cos θ[ζ1R(θ) +
2
3
(ζ1 − ζ0)P(θ)],

0 < θ ≤ θC,

f ′w(θ) = ζ0 cos θ +
8a

3πLH
(ζ1 − ζ0)

cos2 θ
sin θ

, θc ≤ θ ≤ π/2.

(8)

Here, dimensionless parameters ζ0 = 4a/3L and ζ1 = (1 − ζ0) are
related to the wall collision rates at the entrance and exit of the cap-
illary, respectively. Figure 2 compares angular profiles of outgoing
atoms from effusive ovens with and without collimation, following
L ≫ 2a and L < 2a, respectively. For comparison, truncated distri-
bution from a dark wall oven is also shown there. The angles θC,
θt , and θ 1

2
for different aspect ratios of the collimator and the dark

wall tubes are shown in the inset, which suggests that stronger colli-
mation can be obtained at longer collimator lengths but at a cost of
lower throughput. It is to be noted that the truncated angular distri-
bution expected from a collimator followed by a dark wall has similar
nature like θC, but they operate at different length scales defined by
values of LH and LC. Atoms at the tail of the distribution are mostly
not useful since they are beyond the capturing capability of a trapped
atom experiment; hence, truncation is not inefficient for the atom
loading. The rate of flow of atoms up to a velocity v and angle θ can
be obtained as

FIG. 2. Angular profile of atoms for different ovens such as reservoir (blue), reser-
voir attached to a collimator (red), and dark wall oven (green). The inset shows the
critical and truncated angle (red) and half-width angle (blue) for different lengths
of the capillary. Here, we consider T = 249 ○C, L = 65 mm, LH = 35 mm, LC = 30
mm, and a = 0.45 mm.

Fθ
v(

a
L

,
a

LH
, T) =Ṅ ∫

θ

0
F(θ)2π sin θdθ∫

v

0
P(v)dv

= Ṅ
2π

[π sin2 θ + (ζ1 − ζo)( sin 2θ − 2θC − 2θ)]

×[1 − exp(− 4v2

πv̄2 )(1 +
4v2

πv̄2 )]. (9)

Here, F(θ) = κf ′(θ)/π is the normalized angular distribution function
where κ = πI(0)/Ṅ = 3L/8a24 is the “peaking factor” that character-
izes the degree of collimation. In the spirit of our trapped Ytterbium-
ion (Yb+) optical clock experiment,44–50 as an example, the maxi-
mum velocity vcap that can be captured in the ion trap is defined by
its depth Dtrap = a2Qr2V2/(4mR4Ω2), which depends on the trapping
voltage, V. Here, a and z are trap geometry specific parameters, V is
the applied voltage at radio-frequency Ω, Q is the charge, and R is the
radius of the trapping volume. The maximum θ can be either θt or
the maximum capturing angle by the trap depending on whichever
is smaller.

III. EXPERIMENTAL RESULT AND DISCUSSION
We used “Electric Currents” and “Fluid Flow” submodules

of COMSOL to study the steady state temperature variation and
atomic flux flow, respectively, through the microchannel SS capil-
lary. The temperature distribution in the capillary for its different
heating configurations is simulated to obtain the desired tempera-
ture distribution distinguishing the reservoir, collimator, and dark
wall regions. We define a critical oven temperature TC at which the
output flow rate is negligible to use. In the case of an inhomoge-
neously heated capillary, the point at TC defines LH . The capillary’s
length over which T > TC acts as the collimator, and the rest of
it acts as the dark wall. Although we considered a wide variety of
capillary geometries for simulations to identify the suitable one, we
report here the results obtained for L = 65 mm, a = 0.45 mm, and
LE = 40 mm giving a variety of LH and LC at different currents
that we finally used to construct the oven. In the case of heating
the entire capillary, i.e., LE = L = LH and LC = 0, inhomogeneity
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of the temperature distribution is within the accuracy of the sim-
ulation, as shown in Fig. 3(a) for different currents. In this case,
the entire capillary acts as the collimator, and the current regulated
reservoir temperature is shown in Fig. 3(b). Partial heating of the
capillary from the reservoir end up to some intermediate point, as
an example LE = 40 mm, at different currents is shown in Fig. 3(c).
Figure 3(d) clearly shows that for a fixed LE, the collimator’s length
LH increases with stronger heating. Thus, a proper choice of the
electrical contact points and current results in a desired length of
the dark wall. As obtained from the FEM analysis, we consider
TC ≈ 175 ○C at which output flux is two orders of magnitude smaller
than the desired and this matches well with our experimental obser-
vation as described later. The response times of the dark wall oven to
reach 250 ○C and 350 ○C from the room temperature are 378 s and
402 s, respectively, as obtained by using the FEM analysis, whereas
it takes 94 s and 171 s to reach these temperatures from TC. Thus,
rather than reducing the reservoir temperature to room tempera-
ture, it may be set near to TC while the oven is in frequent use.
Figure 4(a) shows temperature dependency of vapor pressure and
MFP of 171Yb atoms that satisfy Kn > 1 at T > 127 ○C. The tempera-
ture dependent output flow rate of atoms following Eq. (4) and their
simulated values are shown in Fig. 4(b). The abrupt increase in the
flow rate at TC = 175 ○C is highlighted in the figure. As expected,
the dark wall oven produces lower flow rate owing to the trunca-
tion of off-axis atoms. Figures 4(c) and 4(d) show capturable atoms

FIG. 3. Numerically simulated variation of temperature (in ○C) along the length of
the capillary for ovens with a (a) collimator and (c) collimator and cold absorber. (b)
and (d) show variation of the collimator’s length LH with current and corresponding
reservoir temperature for a fixed operating voltage = 1.7 V.

FIG. 4. (a) Variation of Yb vapor pressure (orange) and its mean free path (green)
with temperature. (b) Output Yb flux with increasing temperature for a bright
oven with collimator (cyan) and a dark wall oven (black) is shown. The discrete
points in cyan and black are the corresponding numerical values the inset empha-
sizes the critical temperature. Flux of atoms at different (c) cutoff angles and (d)
oven temperatures for a fixed trap electrode voltage of 250 V (magenta), 350 V
(black), 450 V (blue), and 550 V (red) that are available to be captured in our ion
trap.

for different θt and oven temperatures, respectively, estimated using
Eq. (9). Typically, ions up to a velocity vcap corresponding to 10% of
the trap depth can be captured in an ion trap. Considering our ion
trap, which captures all atoms up to θt and operates at Ω = 2π × 15
MHz and with 45% RF transfer efficiency to the trap electrodes,50

we have estimated Dtrap and hence the maximum capture velocity.
As an example, for the oven operating at 300 ○C and vcap ≈ 535 m/s,
in case the ion trap operates at 1000 V RF, about 1.6 × 109 ions/s
will be available for capturing, assuming 100% ionization of the
atoms.

We have tested the performance of our dark wall oven to pro-
duce a 171Yb atomic beam and compared the obtained flux distri-
bution with the predicted model. The oven is tested at different
currents as the simulation shown in Fig. 3 while heating the entire
capillary and also for different cold end lengths during the dark wall
mode of its operation. For all the measurements, the oven was kept
at 10−9 mbar vacuum, L = 65 mm and for a fixed run time of 36 h
while the spots were recorded on a glass plate at l = 30 mm. Depo-
sition of Yb atoms on the glass plate is confirmed through chemical
reaction. The glass plate with Yb in metallic silver color deposited
on it is exposed to gaseous iodine, and after few hours, it turns
to white YbI3 confirming the presence of Yb. Figure 5(a) shows
spatial distribution of atoms while the oven is entirely heated at
T = 252 ○C without any dark wall. The profile of the spot sizes is mea-
sured by STYLUS which has a spatial resolution of 0.5 µm.51 In the
dark wall mode of operation, at 2.1 A corresponding to 179(10) ○C,
a circular spot of Yb atoms deposited on the glass plate was barely
detected by the STYLUS. This temperature is in good agreement
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FIG. 5. Measured spatial profiles of the Yb spot for: (a) end-to-end heating of
the capillary at 2.3 A and (b) dark wall oven operated at 2.3 A (magenta), 3.2 A
(cyan), and 4 A (green). (c) Relative angular profiles along with the fitted curves.
(d) Variation of experimentally obtained truncated angle values for varying cold
end length along with the fitted model.

with the numerically estimated TC within its accuracy. Truncated
spatial distribution of atoms, as shown in Fig. 5(b), clearly indicates
that the spot size increases with higher current due to the decrease
in LC [Fig. 3(c)]. Truncation extends to higher θt with increasing
current together with the increase in centerline intensity and the
total flux following Eq. (9). Assuming radially symmetric deposition
of atoms in a circular profile, STYLUS data along several diametric
directions were averaged. The relative angular profiles correspond-
ing to varying currents obtained from measured spatial distributions
are shown in Fig. 5(c), which are well described by the distribu-
tion function as given in Eq. (8). A steep off axial decrease in the
atom’s density and truncation as described in Fig. 2 is clearly visible
at lower current, i.e., longer LC. The fitted values of LH , as given in
Eq. (8), are in agreement with the numerical simulations [Fig. 3(d)]
considering TC = 175 ○C. Figure 5(d) depicts experimental θt val-
ues obtained from distributions, as shown in Fig. 5(c) for varying
cold end lengths. The data match well with the theoretical model
following Eq. (2). This reconfirms that with decreasing LC at higher
operating current, θt increases. Pointing nature of the atoms’ distri-
bution toward the center of the spot [Fig. 5(b)] matches very well
to the theoretical predictions (Fig. 2). The minimum spot size pro-
duced by our dark wall oven has 1.2(1)○ divergence at 2.3 A and
1.7 V. The corresponding oven temperature 250(10) ○C produces
a flux of 7.9 × 109 atoms s−1 which is good enough for most of
the experiments where higher divergence is not tolerable. Figure 6
shows the numerically calculated atomic flux using COMSOL by
employing Eq. (4) and those estimated using the experimentally
obtained distribution function. Atomic flux up to θt can be esti-
mated as Pvap(T)a2√8kT ∫ θt

0 2πf (θ)dθ/(4kT√πm), where 2π arises
due to the radial symmetry of the distribution. Here, at a particular
temperature T, Pvap(T) is estimated as shown in Fig. 4(a) and the fit-
ted function of f (θ) at different temperatures as shown in Fig. 5(c)
is used to estimate the atomic flux. In this case, uncertainties are
estimated considering inaccuracies of f (θ), θt , and our confidence
on estimating oven temperature. Both the results are comparable to
each other within their uncertainties.

FIG. 6. Temperature dependence of the atomic flux coming out of the dark wall
oven, as estimated numerically using COMSOL (blue) and using the measured
f (θ) distribution function (red).

IV. CONCLUSION
Modified spatial distribution of atomic flux coming out of a

dark-wall oven is studied in detail, and its high degree of collima-
tion than that of a bright oven with collimator is obtained. A novel
design of a simple dark wall oven is presented which is easy to oper-
ate for controlling the atomic beam divergence by proper choice
of the capillary geometry and the contact points of resistive heat-
ing. We performed finite element analysis of the oven heating and
atomic flux flow through it, theoretically modeled the distribution
function of the atomic flux, and verified it via experimental mea-
surements. The measured critical temperature 179(10) ○C at which
the atomic flux flow of 171Yb atoms for our oven geometry is neg-
ligible to use matches well with the numerically simulated value of
175 ○C. Also, theoretically obtained distribution function is well
characterized with the experimental observations, as shown for dif-
ferent operating conditions. Atomic flux as estimated using our mea-
sured spatial distribution of atoms matches to the numerically sim-
ulated values. Using a 65 mm capillary of a fine diameter of 0.9 mm
including a cold exit end of length 35 mm operating at 2.3 A and
1.7 V, we are able to generate an atomic beam with minimum diver-
gence of 1.2(1)○ corresponding to θ 1

2
= 0.8(1)○. This is better than

many other complicated oven designs reported earlier. A dark wall
oven, as described here, with a multichannel array could be a way for
producing a high intensity, nearly collimated atomic beam.
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Abstract: Nowadays, most of the standards of measurement are based on fundamental constants, and among all, the SI

units of time and frequency are realized with the highest precision. The SI unit of time interval, i.e. second, is realized on

the basis of a hyperfine transition of ground state of 133Cesium atom in the microwave region. Atomic clocks operating at

the optical frequencies have potential of providing better accuracy and higher stability than the microwave atomic clocks,

and it is expected that SI second will be redefined on the basis of an optical transition. In this article, we focus on different

atomic frequency standards operating in the optical domain of the spectrum by interrogating neutral atoms in optical lattice

or a single ion within a radiofrequency ion trap. Recent worldwide developments along with activities at CSIR-National

Physical Laboratory (CSIR-NPL) towards building optical atomic clock or optical frequency standard have also been

presented.

Keywords: Atomic clocks; Optical clocks; Precision measurements; Frequency standards; Ion trap; Magneto-optical trap;

Laser cooling; Systematic shifts; Frequency comb

1. Introduction

In 1955, Louis Essen and J. V. L. Parry realized the first

atomic standard of frequency and time interval, which was

based on the microwave ground-state hyperfine transition

of 133Cesium (133Cs) atoms [1]. In 1967, the Comit�e

International des Poids et Mesures (CIPM) adopted the Cs

standard as the SI unit of time and frequency. The SI unit

of time interval, i.e. second, was defined via an unperturbed

hyperfine transition of atomic 133Cs interrogated with

microwave at frequency of 9,192,631,770 Hz [2]. Tech-

nological development over more than five decades, in

particular development of laser cooling techniques [3], has

helped to reduce the measurement uncertainty to which the

centre frequency of the hyperfine transition of ground-state
133Cs atom can be measured to * 10–16 [4–6]. The SI

definition of time and frequency got amendment in 1997

where the transition frequency of the cold Cs atoms at

nearly 0 K, realized through a Cs atomic fountain, has been

considered as the primary standard. However, clocks with

even better accuracy remain as an essential requirement for

many of the applied research studies as well as to address

many advanced physics problems related to communica-

tions, surveillances, testing temporal constancy of fine

structure constant or testing electron–proton mass ratio [7].

Precision experiments such as detecting gravitational

waves or testing general relativity require a clock with

accuracy * 10–18 or better [8, 9]. The accuracy as well as

stability of a clock increases with the increase in opera-

tional frequency of the clock, so an optical clock with an

operational frequency of several hundreds of THz is cap-

able of providing orders of magnitude higher accuracy than

the microwave Cs atomic clocks. With the advent and

maturity of certain technologies, realization of optical

standards became possible [10]. The evolution of atomic

clocks from microwave domain to optical regime is shown

in Fig. 1, and at present, the optical frequency standards are

superior to the microwave ones in terms of both stability

and uncertainty. There are mainly two types of optical
*Corresponding author, E-mail: panjas@nplindia.org
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clocks based on the interrogations of ultra-narrow transi-

tions of neutral atoms or atomic ions [10–12]. The neutral

atoms are confined within optical lattices tuned to so-called

magic wavelength by inducing a dipole moment in the

atom and exerting a force on this dipole through a laser

field gradient [13, 14]. On the other hand, ions are confined

within radio-frequency (RF) ion trap, and in order to avoid

any perturbation of the ionic clock transition due to

Columbic interaction among the charged particles, only a

single ion is preferred to be interrogated in the field-free

region of the trap centre [12, 15].

In optical lattices, several thousands of atoms are

interrogated at a time; hence, they are capable of providing

better signal strength compared to single trapped ion clocks

[16, 17]. Optical clocks based on single trapped ion can be

interrogated over longer period of time since the ion is free

from interatomic and Columbic interaction and in that way

can have a very long coherence time [18]. Another key

advantage of single trapped ion-based optical clocks is that

some of the optical transitions of these ions are extremely

insensitive to the external perturbations like magnetic field

or electromagnetic radiation of the ambient temperature

field [19, 20]. Although both types of atomic clocks are

capable of providing very high level of accuracy and sta-

bility, till date it is not very clear that whether the lattice-

based optical clocks or single trapped ion-based optical

clocks will be the ideal candidates for redefining SI second.

CSIR-National Physical Laboratory (CSIR-NPL) as the

National Metrology Institute (NMI) of India is working

towards building an optical clock based on the interroga-

tion of a single ytterbium (171Yb) ion, trapped and laser

cooled within a specially designed RF trap [21, 22]. This

article presents a review on the development of optical

atomic clocks based on neutral atoms within optical lattices

or single trapped ions within RF trap. Different important

technical aspects of optical clocks along with measurement

precision and systematic uncertainties associated with

some of the best performing clocks to date have been

discussed. A brief description about the activities at CSIR-

NPL related to building an optical clock based on single

trapped ytterbium ion has also been presented.

2. Working Principle of Optical Frequency Standards

The basis of any atomic frequency standard is an oscillator

whose frequency is driven by and stabilized with respect to

an atomic transition having ultra-narrow linewidth. The

time elapsed corresponding to the cycles of radiation pro-

duced by the said transition defines one second and this

constitutes a clock. Such atomic standards are far more

stable compared to their mechanical counterparts as atomic

transitions are ideally not prone to perturbations created by

external environmental changes. The working principle of

an atomic clock is presented schematically in Fig. 2. As

can be seen, key components of an atomic clock are a

reference oscillator (i.e. a precise atomic transition) which

is isolated from the environment, another frequency source

or oscillator (laser), the output signal of which is locked to

that precise atomic transition and eventually used to realize

the unit of time or frequency. A feedback electronics keeps

on correcting the local oscillator’s, i.e. laser’s, output fre-

quency by comparing it to that of the reference oscillator.

When the operational frequency of the reference atomic

oscillator lies in the optical regime which is five orders of

magnitude higher than a microwave frequency, the devel-

oped clock is called an optical atomic clock. The perfor-

mance of any frequency standard is defined by two

important parameters: instability and inaccuracy. Instabil-

ity refers to the fluctuations of a measured output about its

average value; it is a type of statistical uncertainty. Most

widely used protocol for measuring fluctuations in clock

frequency over a time period is Allan deviation or Allan

variance [23, 24]. Inaccuracy, elseways, refers to the shift

in the average value of a measured parameter which cannot

be measured, but based on the probable sources of error, it

can be estimated [23, 25]. The clock instability, ry, for an
averaging period s is given by,

ry �
Df

f o
ffiffiffiffi

N
p

ffiffiffiffiffi

Tc

s

r

; ð1Þ

where Df is the transition linewidth, fo is the reference

oscillation frequency, N is the number of probed species

and Tc is the time for single measurement [26, 27]. Here, fo/

Df gives the quality (Q)-factor and
ffiffiffiffiffiffiffiffiffiffiffiffiffi

Tc=Ns
p

gives signal-

to-noise ratio. It is clear from Eq. 1 that narrow linewidth,

higher clock frequency, large number of species and longer

averaging periods are preferable for the better perfor-

mances of a clock.Fig. 1 Evolution of atomic clocks based on the improvement in

fractional uncertainties in frequency
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The primary prerequisites of an optical frequency stan-

dard are as follows:

1. An atomic frequency reference: The very promising

atomic/ionic candidates for an optical clock are those

with a superior quality factor (Q-factor), i.e. transitions

having narrow linewidth excited states, and a higher

excitation frequency in the optical domain preferably

insensitive to external fields. For considering an

atomic transition in the optical domain, it should have

frequencies in the range from 300 GHz to 3000 THz.

The chosen experimental species must have a

metastable excited state, where the possible transitions

from them to the ground state are ‘‘forbidden’’ in the

electric dipole approximation and only higher-order

multi-pole transitions are allowed. The chosen atoms

or ions should have a strong allowed transition so that

they can be efficiently prepared by laser cooling and

trapping. Also, the transitions involved in the exper-

iment for building the clock should have their transi-

tions in the visible or near-infrared domain so that the

required lasers are easy to build and easy to handle too.

2. Trapping and cooling of the species at ultra-high

vacuum condition: To probe the clock transition of the

species, it is important to isolate it from external

environment and an ultra-high vacuum (UHV) cham-

ber serves for this purpose. Depending on level of

vacuum required for the experiment, rotary, turbo, ion

pumps and Ti-sublimation pumps are connected to the

experimental chamber. For clock experiments, a

vacuum corresponding to 10–11 mbar pressure is

desirable to get rid of the presence of residual gas

which may collide with the trapped species and reduce

its trapping lifetime or add to systematic shifts. An

atomic source i.e. atomic oven, is installed within the

vacuum chamber for the production of atoms or atomic

ions by photoionization. Once the atoms or ions are

confined within the UHV chamber with special

arrangements, their movements are to be lowered to

lessen down motion-induced systematic shifts. Laser

cooling technique developed during the 1980s aids in

controlling the trapped species’ motion by reducing its

internal energy and eventually cools it down to the

temperature near sub-millikelvin region.

3. Ultra-narrow linewidth laser for probing atomic tran-

sition: Highly stable and narrow linewidth laser is an

essential requirement for probing the precise and ultra-

narrow linewidth atomic transition. Extended cavity

diode lasers (ECDLs) are popularly being used as

narrow linewidth lasers for many of the applications.

However, the best performing ECDL has typical

linewidth of several kHz and also keeps fluctuating

and drifting over time. So, the output frequency of an

ECDL is not good enough for probing a stable atomic

transition of typical linewidth of sub-Hz to few Hz. For

producing narrow linewidth laser frequency, the laser

is stabilized with respect to an ultra-low expansion

(ULE) cavity. For locking the laser frequency, the

state-of-the-art Pound–Drever–Hall (PDH) technique

is utilized which brought a renaissance in the field of

precision laser stabilization systems [28, 29]. The

schematic of the PDH technique is depicted in Fig. 3.

The basic principle of the PDH technique involves

evaluating the laser’s offset from a cavity resonance

and feeding the error into a servo loop which would

compensate for the required frequency [30].

4. Frequency counter for measuring absolute optical

frequencies: Once the clock transition of narrow

linewidth is probed, the experimental clock set-up

Fig. 2 Schematic

representation of an atomic

frequency standard showing the

three key ingredients: natural

oscillator, local oscillator and a

frequency counter. The local

oscillator’s frequency is pre-

stabilized to a ULE cavity to

probe the desired atomic

transition. Signal from the

probed transition is sent to a

servo loop which generates and

sends an error signal to the

clock laser to tune its frequency

to the atomic resonant

frequency. The light is finally

sent to the frequency counter to

measure the clock cycle. BS:

beam splitter, AOM: acousto-

optic modulator, k/4: quarter
waveplate, k/2: half waveplate
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proves useful only if the oscillation cycles of the

probing laser can be counted to institute it as a

timescale. An optical frequency counter solves this

challenge [31, 32]. Although all other ingredients for

an optical clock were already available, the absence of

a counter in the optical regimes posed a hindrance to

its development for many years. The invention of

optical frequency comb by T. W. Hänsch and J. L. Hall

was therefore a boon for precise frequency standards

experiments as it bridged the gap between optical and

microwave frequencies [33–36]. The frequency comb

is basically a mode-locked femtosecond pulsed laser. It

produces a train of burst of light/pulse at a fixed

frequency called repetition rate, frep corresponding to

the time taken for a round trip in the laser cavity

[36–38]. Its Fourier spectrum consists of discrete

visible frequencies separated by frep and looks like a

comb with many teeth. The frequency corresponding

to any particular ‘‘teeth’’, fn, is given by [39, 40]

f n ¼ f 0 þ n� f rep ð2Þ

where n is the mode number and fo is the offset frequency

which is related to the carrier-envelope phase offset. By

stabilizing fo and frep with respect to an accurate frequency

source like Cs frequency standard, all the comb modes can

be controlled. The optical frequency can be determined by

measuring the heterodyne beat note between the comb and

the source [41].

3. Types of Optical Atomic Clocks

Activities on time and frequency metrology in optical

domain have been carried using either neutral atoms or

ions. In the following section, a brief description of dif-

ferent species used as a candidate for optical frequency

standard or optical clock has been discussed.

3.1. Neutral Atom Optical Clocks

Alkaline earth (-like) atoms such as calcium (Ca), mercury

(Hg), magnesium (Mg), strontium (Sr) and ytterbium (Yb)

those having narrow intercombination transition are some

of the choices for developing atom optical clocks [42]. In

most of these species, the presence of (i) a strong 1S0–
1P1

transition that is used for cooling, trapping and detection,

(ii) 1S0-
3P1 transition for narrow cooling, (iii) 3P–3S

transitions that aid in forming a closed cooling cycle and

(iv) the doubly forbidden 1S0–
3P0 transition offering a high

Q-factor are the transitions of interest for clock purpose. As

evident in Eq. 1, the large number of interrogating species,

i.e. atoms, implies higher stability and a better signal-to-

noise ratio for a clock, but at the same time, it is prone to

more collisional shifts [43]. Neutral atom optical clocks are

of two types: (a) free space standards and (b) optical lattice

clocks.

The free space standards which had a steady advance-

ment from thermal-based atomic systems to laser cooled

systems have been used for decades owing to lesser

experimental complexity. In such types, the atom sources

used were an atomic vapour cell [44], a thermal atomic

beam [45], slowed and laser cooled atoms released by

magneto-optical trap (MOT) [46]. To obtain higher preci-

sion, spectroscopy techniques, e.g. saturation absorption

spectroscopy, Ramsey and Ramsey–Bordé spectroscopy,

are employed. MOTs use laser field and magnetic field

gradient combination for atom confinement but are limited

by residual Doppler effect [47, 48]. Such free space fre-

quency standards have already been explored by several

groups [49–52]. To mention a few, using Ramsey–Bordé

spectrometry, the NIST, USA group achieved a fractional

frequency instability below 6 9 10–15 at 1 s with 40Ca

atoms [45]; Ido et al. employed ultra-cold 88Sr for which

the estimated fractional frequency uncertainty is reported

as 7.6 9 10–14 [53] and the achieved uncertainty for fre-

quency measurement in 24Mg optical clock by Friebe et al.

is 2.5 9 10-12 [49]. Thus, with free space atoms-based

optical clocks it was very difficult to achieve further

improvement in the fractional frequency uncertainty

Fig. 3 Schematic diagram of

Pound–Drever–Hall locking

method for frequency

stabilization. EOM: electro-

optic modulator, PBS:

polarizing beam splitter

L.Sharma et al.

123 171



(\ 10–15) and so researchers turned towards the optical

lattice-based clocks.

Optical lattice clocks are the new class of atomic clocks

based on trapping of thousands to millions of cold atoms in

energy wells [54]. These energy wells or lattice sites are

formed by focusing light to a waist size of 50–100 lm in

one direction and back-reflecting the same light onto itself

to create a standing-wave pattern. The lattice laser wave-

length is tuned to a so-called magic value, where both the

states involved in clock transition are equally shifted, thus

giving a zero differential shift. The atoms can reside in the

lattice sites for about a second during which the relevant

measurements are done; they are therefore functioned at

frequent measurement cycle. Shifts due to atom–atom

interactions, lattice fields, black body radiation (BBR), etc.,

are to be taken care of in lattice clocks [55]. Sr and Yb have

been of special interest for optical lattice clocks [55–57].

Such clocks reduce atomic motions and related shifts and

provide a grander stability and are being developed in

many laboratories [58–60]. The SYRTE group has devel-

oped a 199Hg lattice clock with relative uncertainty of

1.7 9 10–16 [61]. NIST, USA developed and demonstrated

the first Yb lattice clock with stability of 1.4 9 10–18 [62]

and has achieved the record frequency precision of

2.5 9 10-19 for 87Sr [63], which is the best-known optical

clock till date.

3.2. Ion Optical Clocks

Atomic ions with alkali-like or quasi-alkali-like atomic

structure such as 199Hg?, 88Sr?, 40Ca?, 171Yb? or atomic

ions with atomic structure similar to alkaline earth ele-

ments as aluminium (27Al?) and indium (115In?) are used

in building single-ion optical clocks. Invention of RF ion

trap, commonly known as Paul trap, paved the way to

providing an unperturbed environment for confining an

ionic species to perform various experiments on it

[51, 64, 65]. Such traps use an oscillating AC and a

stable DC to trap the ions [65]. Within an RF trap, ions are

cooled to millikelvin temperature by laser cooling [66] and

can be confined for hours or months giving longer inter-

action time and hence reduced instability. The trap elec-

trode material is to be chosen keeping in mind the probable

dominant systematic shifts that may perturb the clock fre-

quency. Ion-based clocks provide Doppler free environ-

ment, but due to a single ion, it has to compromise with

lower signal-to-noise ratio. Hence, it requires a very high

resolution and diffraction limited imaging system for sin-

gle-ion detection [67], whereas clock transition is detected

by employing electron shelving technique [68]. Thermal

motion associated with time-averaged confining potential

called as secular motion and driven oscillatory motion at

applied RF frequency known as micromotion are

associated with trapped ions [69]. The NIST; SYRTE,

NICT; NPL UK, NRC; MPIQ, NICT; PTB, NPL UK;

NIST UK groups have worked on trapped 27Al?, 40Ca?,
88Sr?, 115In?, 171Yb?, 199Hg?, respectively, and most of

them have achieved appreciable fractional frequency

uncertainty of the order of 10–17. In India, several groups

have initiated work towards building optical atomic clocks

or optical frequency standards based on neutral atoms in

optical lattices or ion trapped within RF trap for probing

fundamental physics problems as well as for metrological

purposes.

4. Systematic Shifts in Optical Clocks

In practice, any physical quantity can never be measured

with absolute certainty. Various uncontrollable effects limit

the accuracy by which we can measure the resonant fre-

quency of the natural oscillator. In order to overcome or

minimize them, causes of their existence and magnitude

assessment are to be known prior hand so that their con-

tributions to the clock uncertainty budget could be evalu-

ated. Several such most common systematic shifts limiting

performance of optical clocks are discussed in the fol-

lowing section.

4.1. Doppler Shift

Relative motion between the observer and the atoms leads

to Doppler effect and is one of the dominant reasons behind

systematic shifts in clocks [19]. The resultant frequency

shift, dx, for an entity of mass m, moving with velocity v,

is given as:

DxD

x0

¼
\vjj [

c
�\v2 [

c2
þ
\vjj [ 2

c2
þ O

v

c

� �3

ð3Þ

where x0 = 2pf0, v|| and c are the atomic transition fre-

quency, moving entity’s velocity along the probe laser

beam direction and speed of light, respectively. The first

term of Eq. 3 is the first-order Doppler shift, the next two

terms are the second order Doppler shifts, and the last term

represents higher orders of the shift. In case of an atomic

beam, due to the Maxwellian distribution of velocities, the

first-order Doppler effect results in broadening of the

spectral lines.

The first-order Doppler shifts can be eradicated by laser

cooling of the trapped species to the Lamb-Dicke region,

but the second-order Doppler shifts still prevail owing to

secular motion and micromotion of the species. At room

temperature, this broadening could be of the orders of

several GHz, whereas at microkelvin temperatures, corre-

sponding broadening reduces to several hundred kHz.

Large storage times may render\ v||[ = 0 in laser cooled,
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trapped ion system. By laser cooling, the trapped ion may

reach to the Doppler cooling limit,

TD ¼ j
�hc
2kB

; ð4Þ

where j is the laser cooling geometry-dependent parame-

ter, c is the natural linewidth of cooling transition and kB is

the Boltzmann constant, and by additional resolved side-

band cooling [70], the frequency shift resulting from sec-

ular motion can be brought down to 10–18 level. When

atoms/ions are cooled to millikelvin temperature, the sec-

ond-order shifts are reduced to * 10–17 level, and at

microkelvin level, these shifts lessen down to\ 10–20

[71–73]. Doppler free spectroscopy, Ramsey and Ramsey–

Bordé schemes are also employed to eliminate shifts due to

Doppler effects [74].

4.2. Electric and Electromagnetic Field-Based Shifts

Any electric field in the vicinity of the clock species affects

its energy levels, leading to splitting of the spectroscopic

lines; this effect is called Stark effect and the resulting shift

in the absolute frequency is known as the Stark shift.

Excess DC or AC fields such as stray static fields, patch

potentials developed on trap electrodes due to atom depo-

sition [75, 76], RF fields used for creating trap potentials,

probe lasers’ electric field, BBR, etc., are examples of few

sources, which can lead to shifts in clock transition [77]. In

case of trapped ions, applied RF fields produce quadratic

Stark shifts; such stray field may deviate the trapped spe-

cies’ position from the null point of the potential. For

compensation of such excess electric fields and patch

potential, compensation electrodes are used [78]. For atom-

based clocks, static electric field effects are usually small,

but for achieving higher level of accuracy, they ought to be

accounted for [79, 80]. In case of trapped ion clocks, such

stray electric fields lead to excess micromotion-related

shifts, which further enhances the second-order Doppler

shift [69]. The shift in the energy of an atomic level

|cJ[with polarizability ao and J B � is given as [81, 82],

hDf s c; J; E
!� �

¼ �aoðc; JÞ
jE!j

2

2
: ð5Þ

For J[� and F[�, F, m-dependent tensor

component is to be considered to measure the shifts.

Electromagnetic field of probe laser leads to AC Stark shift

and is effective in both types of optical clocks.

Temperature of objects in the surrounding of clock

species leads to emission of electromagnetic radiation,

commonly known as BBR, the electric field of which leads

to an AC Stark shift called BBR shift [83–85]. Uncertainty

in temperature and atomic polarizabilities causes

uncertainty in clock frequency. Corresponding BBR shift

due to the electromagnetic radiation at a temperature T can

be estimated as,

Df BBR ¼ � 831:945ð Þ2

2h
dao

T

300

� �4

1þ g Tð Þ½ � ð6Þ

where h is the Planck’s constant, dao is the differential

scalar polarizabilities of the transition and g(T) is the

dynamic correction factor. Since BBR shift is temperature

dependent, it can be suppressed by cryogenic temperature

operations [81].

4.3. Magnetic Field-Based Shift

Any external magnetic field interacts with the magnetic

moments of the atom, resulting in its energy-level splitting,

which is very commonly known as Zeeman effect. Such

shifts in atomic transition levels are called Zeeman shifts.

The clock frequency shift, Dfz, for a magnetic field of

strength B is proportional to the magnetic quantum number

mF and is given by,

Df Z ¼ ðgemF;e � ggmF;gÞBþ bB2 ð7Þ

where ge and gg are the Landé g factors for the excited and

ground states, respectively, and b is the quadratic Zeeman

shift coefficient [86]. Therefore, proper choice of experi-

mental species with transition states having zero mF,e and

mF,g values renders the first-order Zeeman shift null

[87, 88]. Only the second-order Zeeman shift remains due

to nonzero magnetic moments of other atomic states which

can be minimized to 10–17 to 10–18 level by operating the

experiment in low magnetic fields. For nullifying the effect

of geomagnetic field and other stray magnetic fields,

magnetic shielding around the experimental assembly is

done using Helmholtz coils which ensure temporal stability

of the magnetic field.

4.4. Gravitational Shift

As per the general relativity and the equivalence principle,

clocks tick comparatively slower near massive bodies

[89, 90]. In other words, if we consider two identical clocks

at two positions x1 and x2, and if there exists a gravitational

potential difference DU between the two, so that the former

is placed in higher altitude by Dh, then the fractional fre-

quency difference between them is,

Df g
f 0

¼ �DU
c2

¼ g
Dh
c2

ð8Þ

with g being the acceleration due to gravity. For Dh = 1

cm, resulting frequency shift is 10–18. Such shifts are to be

considered during clock comparisons [91–94]. On the other
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hand, such height sensitivity of the optical clocks can be

used as a tool to study relativistic geodesy [95–97].

4.5. Collisional Shift

It includes shifts in transition frequencies arising due to

collisions among atoms under interrogation. In case of

neutral atom-based optical clocks, interactions among the

atoms within heavily dense cloud perturb the clock fre-

quency, thus affecting its accuracy. The collisional shifts

are comparatively less in lattice clocks but are not negli-

gible to be ignored. In case of single-ion-based frequency

standards, such collisional effects are absent but any col-

lision between trapped ion and the residual gas can still

lead to a differential frequency shift of the order of 10–18

[98–100].

5. Clock Candidates

As evident in Eq. 1, atoms or ions with an ultra-narrow

transition linewidth in the optical domain are ideal for

building atomic optical clocks. As these candidates pro-

mise and in fact have come up with unprecedented accu-

racy and stability compared to the existing Cs-based

primary standard, it is expected that in the near future, the

SI second will be redefined on the basis of an optical clock

either realized through neutral atoms within optical lattices

or an ion within RF ion trap. In this section, we will have a

look on some of the important atomic as well as ionic

species those are used worldwide for building optical

atomic clocks or optical frequency standards. The CIPM

has recommended eight atomic/ionic candidates as sec-

ondary representations of the second (SRSs) which may be

accounted for atomic clock-based research and frequency

comparisons during the preparation of a future redefinition

of time and frequency, of which seven are optical fre-

quency standards [101, 102]. Table 1 lists the optical clock

candidates and associated parameters, which are used as

SRS or as a timescale based on their achievable uncer-

tainties; for SRS candidates, the uncertainty is less than or

close to that of the primary standards. As can be seen from

Table 1, three SRSs have been reported to reach the sta-

bility level to 10–18 or better; those are 87Sr optical lattice

clock, 171Yb? singly trapped ion clock and the 27Al?

quantum logic clock. We shall now briefly discuss about an

example for each of a (i) freely moving neutral atoms-

based optical clock, i.e. 40Ca optical clock, (ii) optical

lattice clock, i.e. 87Sr optical lattice clock, and (iii) single

trapped ion-based optical clock, i.e. 27Al? single-ion clock

along with the relevant energy-level diagrams.

5.1. 40Ca Free Atoms-Based Clock

In 1979, Barger and Bergquist demonstrated high-resolu-

tion spectroscopy using 40Ca indicating of its possibility to

be used as an optical frequency standard [112]. Figure 4a

shows the important transitions involved in the clock

scheme. The 1S0–
3P1 inter-combination line of 40Ca atom

at 657 nm with c = 400 Hz along with a laser cooling

transition from 1S0–
1P1 at 423 nm attracted researchers

towards itself as a potential frequency standard candidate.

Different groups initially used thermal beam sources,

vapour cells and later atoms released from magneto-optical

traps (MOT). In case of thermal beam clock, 40Ca atoms

emerge with a most probable velocity of * 640 m/s from

an oven operating at a temperature * 700 �C. Bordé–

Ramsey spectroscopy was performed on the thermal beam,

and the resulting fringes come with two recoil components.

Error signal generated using one of these features is used to

keep the laser locked to the resonant optical transition.

Optical frequency reference based on thermal calcium

atoms is reported in Ref. [113]. The stabilities of such

thermal beam-based clocks are always limited by Doppler

shifts. Eventually, to enhance the stability and accuracy by

reducing motion-induced shifts, researchers employed laser

cooling on atomic beams effusing out from atomic oven

with the help of MOTs. Groups at PTB, NIST, USA,

Tokyo, etc., have worked on 40Ca atomic clocks using

MOT chamber [109, 114–116]. The resultant fractional

frequency uncertainty achieved by NIST, USA, group for

the 40Ca standard is 6.6 9 l0-15 [109].

5.2. 87Sr Optical Lattice Clock

Optical clocks realized through interrogating atoms trapped

within optical lattices are capable of providing better level

of accuracy as well as stability among all neutral atom-

based optical clocks [54, 117]. The schematic for 87Sr

energy-level diagram is depicted in Fig. 4b. The 5s2 1S0
(F = 9/2)–5s5p 3P0 (F = 9/2) transition at 698 nm of

alkaline earth element 87Sr is used as a clock transition

because of its narrow transition linewidth, c of 1 mHz. Sr

atomic beam with a speed * 460 m/s produced from an

atomic oven kept at 500 0C, is slowed down to 50 m/s with

a Zeeman slower and laser cooled using 461 nm laser. The

slow atoms are then passed through a two-stage MOT for

double-cooling process. In the first-stage Doppler cooling,

the strong dipole-allowed 5s2 1S0 (F = 9/2)–5s5p 1P1
(F = 11/2) transition at 461 nm with c = 32 MHz brings

down the atoms’ temperature to sub-millikelvin range. For

efficient cooling and trapping, repump lasers at 679 nm and

707 nm are also simultaneously used. The second-stage

Doppler cooling corresponding to the 5s2 1S0 (F = 9/2)–

5s5p 3P1 (F = 11/2) transition at a narrow linewidth of
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7.5 kHz is probed at 689 nm which cools the atoms to sub-

microkelvin level. Once the large number of atoms (9 106)

is double Doppler cooled and trapped, they are then

transferred to a one-dimensional optical lattice operated at

the magic wavelength of 813 nm followed by clock spec-

troscopy performed at 698 nm using an ultra-stable laser.

Table 1 CIPM approved species for secondary representation of second (SRS) and time standard and their relevant parameters along with best

achieved fractional frequency uncertainty

Species k (nm) Clock transition f0 (Hz) Theoretical linewidth of

clock transition (c)
Best achieved fractional

uncertainty (Df/fo)

SRS candidates
27Al? 267 1S0–

3P0 1121,015,393,207,857.3 8 mHz 9.4 9 10-19 [103]
199Hg? 282 2S1/2–

2D5/2 1064,721,609,899 145.3 1.8 Hz 1.9 9 10-17 [100]
171Yb? 436 2S1/2–

2D3/2 688,358,979,309,308.3 3.1 Hz 1.1 9 10-16 [104]
171Yb? 467 2S1/2–

2F7/2 642,121,496,772,645.0 * 1 nHz 3.2 9 10-18 [105]
171Yb 578 1S0–

3P0 518,295,836,590,864.0 7 mHz 1.4 9 10-18 [62]
88Sr? 674 2S1/2–

2D5/2 444,779,044,095,486.6 0.4 Hz 1.2 9 10-17 [106]
87Sr 698 1S0–

3P0 429,228,004,229,873.2 * 1 mHz 2.5 9 10-19 [63]

Time scale candidates
115In? 237 1S0–

3P0 1267,402,452,899,920.0 0.8 Hz 8.1 9 10-16 [107]
1H 243 1S–2S 1233,030,706,593,514.0 1.3 Hz 4.2 9 10-15 [108]
199Hg 266 1S0–

3P0 1128,575,290,808,154.8 121 mHz 1.7 9 10-16 [61]
40Ca 657 1S0–

3P1 455,986,240,494,140.0 400 Hz 6.6 9 10-15 [109]
88Sr 689 1S0–

3P0 429,228,066,418,012.0 7.6 kHz 7.0 9 10-17 [110]
40Ca? 729 2S1/2–

2D5/2 411,042,129,776,398.4 0.14 Hz 5.7 9 10-17 [111]

Fig. 4 Energy-level diagrams

relevant to laser cooling and

clock transition for a 40Ca,

b 87Sr and c 27Al? with 9Be?

for quantum logic application
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Best achieved uncertainty for 87Sr-based optical lattice

clock is 2.5 9 10–19 [63]. Groups at JILA, SYRTE, PTB,

NICT, NMIJ and RIKEN are involved in experiments of
87Sr-based lattice clock [80, 118–120].

5.3. 27Al? Single-ion Clock

In 1973, Hans Dehmelt proposed the idea of developing

optical frequency standard based on ‘‘mono-ion oscillator’’,

specifically the group 13 singly charged ions [66, 68, 121].

Their 1S0–
3P0 transition features lesser magnetic field

shifts, very less sensitivity to BBR and no electric quad-

rupole shift. The ion species 27Al? of this group is an

outstanding clock candidate owing to its achieved

uncertainty of 9.4 9 10-19 realized by the NIST, USA

group [103]. As illustrated in Fig. 4c, the dipole-forbidden

3s2 1S0–3s3p
3P0 transition at 267 nm of natural line-

width * 8 mHz in singly ionized 27Al is the transition of

interest. However, the cooling scheme using 167 nm seems

a challenging task due to inaccessibility of the laser. This

problem is overcome by using quantum logic spectroscopy

[115, 122, 123], where the cooling and state detection

protocol is performed in the conventional way on a co-

trapped logic ion having an accessible cooling transition

[124]. 9Be?, 25Mg? or 40Ca? are some of the used logic

ions for 27Al?; those not only provide sympathetic cooling

but also help in state preparation and detection of the

simultaneously trapped 27Al?. Figure 4c also shows the

energy-level diagram for the logic ion, 9Be?. Both the

main and logic ions are trapped in the same harmonic

potentials, and their Coulomb coupling is utilized in

deporting the electronic state information from 27Al? to
9Be? which helps in detection; thus, quantum jump profile

of the main ion is mapped onto the logic ion [125]. A

number of groups [123, 126, 127] have worked on 27Al? of

which the NIST, USA group has achieved the best results

till date.

6. Development of Optical Frequency Standard

at CSIR–NPL

CSIR–NPL is the NMI of India and therefore entrusted

with the responsibility of realization, maintenance and

dissemination of the local Universal Coordinated Time

(UTC-NPLI) and Indian Standard Time (IST). CSIR–NPL

has already developed a Cs atomic fountain frequency

standard [128], and we are working towards developing an

optical frequency standard based on single trapped and

laser cooled 171Yb ion. This section will describe in a

nutshell the experimental protocol of 171Yb ion-based

optical clock and the progress till date on developing such

an optical clock at CSIR-NPL.

171Yb? is one of the CIPM-recommended SRS candi-

dates and possesses two transitions suitable for clocks in

the optical domain of which quadrupole transition (E2)

|2S1/2; F = 0, mF = 0[ – |2D3/2; F = 2, mF = 0[ and

octupole transition (E3) |2S1/2; F = 0, mF = 0[ – |2F7/2;

F = 3, mF = 0[ come with natural linewidths 3.02 Hz and

1 nHz, at 435.5 nm and 467 nm, respectively. We are

working on the E3 transition having a Q-factor * 1023 as

it is advantageous for various reasons, the most important

one being its mF = 0 clock transition states which nullifies

the first-order Zeeman shift. Also, trapped Yb? provides

longer storage times as its cooling laser provides the pho-

todissociation resonance for YbH? [129]. Additionally,

this rare earth element is a fascinating candidate for

probing certain basic physics problems, e.g. parity viola-

tion [130], measurement of temporal variation of fine

structure constant [131], search of ultra-light scalar dark

matter [132], etc. Many other groups have also worked on
171Yb? worldwide and have attained appreciable results

[105, 119, 133].

The 171Yb? optical clock plan consists of obtaining

ultra-high vacuum * 10–11 mbar, production of 171Yb

thermal atomic beam using an atomic oven, photoioniza-

tion of the atoms, trapping and laser cooling of single ion,

probing clock transition and finally its establishment as an

optical frequency standard using frequency comb. As can

be seen from the energy-level diagram in Fig. 5, the strong

|2S1/2; F = 1[ – |2P1/2; F = 0[ transition at 369.5 nm will

be probed for laser cooling of the ion. For trapping the ion,

we are using an end-cap-type Paul trap as it provides

enough optical access for focusing multiple laser beams at

the centre of the ion trap [134, 135]. The detailed design

and geometry of the ion trap and the UHV chamber can be

found in Refs. [21, 22, 136]. Narrow-bandwidth, high-

voltage RF is a critical requirement for trapping potential,

and the same is achieved and supplied to the ion trap

through a helical resonator in order to evade undesirable

power reflection due to impedance mismatching. A helical

resonator with a resonant frequency of 27(7) MHz and a

Q-factor of 600(8) has been built for this purpose

[137, 138]. A narrow and collimated atomic beam source

reduces the chances of developing patch potential due to

atomic deposition on the trap electrodes or its surround-

ings. For this, a dark wall oven for Yb atomic source has

been built which gives an atomic beam with divergence as

low as 1.2(1)o measured at an oven temperature of 250 �C
and produces an atomic flux of about 8 9 109 atoms s-1

[139]. Automation of such precision frequency metrology

experiment is also a necessary task for running it reliably

and continuously over several hours or days, minimizing

manual errors [140]. Computer-controlled electronic devi-

ces such as DC power supply to supply voltages to the ion

trap and compensation electrodes [141], constant current
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source for heating atomic oven and driving Helmholtz

coils, shutter drivers for controlling exposure time of

lasers, frequency drivers for acousto-optic modulator

(AOM) and electro-optic modulator (EOM) used for

shifting laser frequencies, etc., have been indigenously

designed and built. Four lasers along with their modulated

frequencies will be used for the production as well as

cooling of 171Yb?; 399 nm (for photoexcitation of Yb),

369 nm (for photoionization, laser cooling and fluores-

cence detection), 760 nm and 935 nm (repump lasers for

cooling cycle), and each laser needs to be stabilized to a

reference atomic transition or to a Fabry–Perot cavity. An

in-house designed and developed FPGA-based all-in-one

function generator, lock-in amplifier and auto-relockable

PID system serves for those purposes [142]. The narrow

linewidth clock laser at 467 nm will be locked to a ULE

cavity. A high-resolution imaging system with a minimum

number of lenses has been designed for single-ion fluo-

rescence detection. It gives a diffraction-limited perfor-

mance, resolves ions separated by C 0.68 lm, minimizes

spherical aberrations, magnifies by up to 238 times and

performs well in the visible as well as near-infrared regions

too. A sectional view of the design of the UHV chamber

housing the Paul trap, the atomic oven, compensation

electrodes and the in-vacuum lens holder is shown in

Fig. 6. Various systematic uncertainties for 171Yb? optical

frequency standard for both the optical clock transitions are

also estimated [143]. Theoretical estimation of BBR shift,

magic and tune-out wavelengths for the 6S1/2–
5D3/2 clock

transition in 171Yb? [144, 145] and accurate estimation of

BBR shift resulting from excess capacitive load due to

machining inaccuracy in the RF carrying parts of the trap-

resonator assembly has also been carried out [146].

Recently, with the help of the built atomic oven, we carried

out the photoexcitation of neutral Yb atoms and obtained

atomic resonance fluorescence spectra for different iso-

topes as shown in Fig. 7. The ECDL laser is tuned at

398.11 nm and scanned over 2.5 GHz for probing 1S0 –
1P1

transition of Yb atoms. The emission signal is collected on

a photon multiplier tube (PMT). Total eight emission peaks

are obtained corresponding to different isotopes of Yb:
176Yb, 173Yb (F = 5/2), 174Yb, 173Yb (F = 3/2), 172Yb,
173Yb (F = 7/2), 171Yb (F = 3/2), 171Yb (F = 1/2) and
170Yb. From the obtained spectrum, the transition fre-

quency of 171Yb (F = 3/2) is measured to be

751,527,365.77(28) MHz. Transition frequency shifts of

the remaining isotopes from 171Yb (F = 3/2) are also

depicted in the figure. We are currently working on pho-

toionization of 171Yb? using 369 nm laser.

7. Future Prospects

It is expected that in near future, the SI definition of time

and frequency will be redefined on the basis of an optical

transition of atoms or ion, replacing the existing SI defi-

nition based on a microwave transition of Cs atoms. Other

than metrological applications, optical clocks have

immense applications in different fields. A step up in its

accuracy and its stability implies an upgradation and pos-

sibilities of new findings in the scientific fields. A few

major applications are given in the following.

Fig. 5 Energy-level diagrams for 171Yb? showing the relevant

transitions useful for building an optical ion clock

Fig. 6 Schematic of the UHV chamber at CSIR-NPL for building
171Yb ion-based optical atomic clock. It houses the ion trap, atomic

oven, compensation electrodes and the lens holder for fluorescence

collection
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7.1. Relativistic Geodesy

Optical clocks are sensitive to Earth’s gravitational

potential (relativistic redshift effect), and this presents new

perspectives in geodesy such as geoid mapping, establish-

ment of a unified International height reference system, etc.

[97, 147, 148].

7.2. Variation of Fundamental Constants

Many theories beyond the Standard Model state that the

‘‘fundamental constants’’ of nature are actually space–time

dependent which would lead to variation in atomic and

molecular spectra implying a variation in clock frequen-

cies. Therefore, if these constants varied in values, the

atomic clock ticking rate would also vary. Optical clock

transitions demonstrate dependence on the fine-structure

constant through relativistic corrections to the transition

frequency [149, 150].

7.3. Technological Applications

Optical clocks can enhance navigation [4, 151, 152] and

timekeeping capabilities in radar, radio astronomy and

many other applications. It can also aid in optical fre-

quency synthesis used for academic and industry

applications.

7.4. Optical Clocks in Space

Optical clocks in space can thrust the significance of tests

of fundamental physics such as Einstein’s theory of rela-

tivity, detection of gravitational wave and aid in navigation

with better precision and geoid monitoring [7, 153].

8. Conclusion

The refinement in performance demonstrated by optical

frequency standards is of paramount importance as it

would not only enhance efficiency of communications,

navigation, signal synchronization and timing but most

importantly has the potentiality of driving new funda-

mental physics tests, e.g. search for dark matter. These

clocks with transitions oscillating in the optical domain can

lead to a possible redefinition of SI unit of time and fre-

quency. The thirst to keep excelling has brought us to this

stage of accuracy and stability and will also take us

beyond. New research trends in this field are based on

multiple-ion clocks which exploit quantum entanglement

between ions to improve clock stability. Probing nuclear

transitions for developing clock is another promising pro-

posal in this arena.
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